a2 United States Patent

US009197520B2

(10) Patent No.: US 9,197,520 B2

Reynolds et al. 45) Date of Patent: Nov. 24, 2015
(54) METHODS AND COMPUTER PROGRAM (58) Field of Classification Search
PRODUCTS FOR TRANSACTION ANALYSIS CPC ... HO4L 43/028; HO4L 43/062; HOAL 41/22;
OF NETWORK TRAFFIC IN A NETWORK HO4L 41/069; HO4L 12/26; Y04S 40/168;
DEVICE Y04S 40/166
S lication file f¢ let h history.
(71)  Applicant: MICROSOFT TECHNOLOGY c¢ apphication ftie for coffiplete search sty
{{}S)ENSING, LLC, Redmond, WA (56) References Cited
U.S. PATENT DOCUMENTS
(72) Inventors: Patrick Alexander Reynolds,
Pensacola, FLL (US); John Branson 8,799,225 B2* 82014 Vaitzblitetal. ............. 707/648
Bley, Durham, NC (US); David William 2002/0087769 Al* 7/2002 McKenney et al. . ... 710/200
Irwin, Cary, NC (US); Aydan R. 2005/0144330 Al* 6/2005 Richardson ................... 710/1
: : . 2005/0223368 Al* 10/2005 Smithetal. ..... . T17/128
}(ﬁmerefg“:ﬁ Raletltglﬁl\llc. (ﬁji%’c(“eém 2006/0288149 Al* 12/2006 LaVigne et al. ... 710/306
omas Nethercutt, Raleigh, NC (US) 2011/0055483 AL* 32011 Heller, Jr. .......... o 71125
. . . . 2012/0304172 Al* 112012 Greifenederetal. ............. 718/1
(73) Assignee: Microsoft Technology Licensing, LLC, 2014/0032491 Al* 1/2014 Neerincx etal. .............. 707/610
Redmond, WA (US) . .
* cited by examiner
(*) Notice: Subject to any disclaimer, the term of this ] ] )
patent is extended or adjusted under 35 Primary Examiner — Ebrahim Golabbakhsh
U.S.C. 154(b) by 223 days. (74) Attorney, Agent, or Firm — Henry Gabryjelski; Kate
Drakos; Micky Minhas
(21) Appl. No.: 13/837,816
57 ABSTRACT
(22) Filed: Mar. 15, 2013 Provided are methods and computer program products for
. s analyzing and tracing the contents of network traffic in a
(65) Prior Publication Data network device and to help identify network performance
US 2014/0280892 A1l Sep. 18, 2014 issues. Methods for analyzing traffic include identifying
thread identifiers associated with transactions, determining
(51) Int.CL related events, and associating similar transactions and events
HO4L 12/26 (2006.01) into an aggregated list of transactions. Methods of tracing
HO4L 12724 (2006.01) transactions include identifying thread identifiers associated
(52) US.CL with transactions and related events and serializing events
CPC ............ HO04L 43/028 (2013.01); HO4L 41/069 into a serialized list of events to facilitate tracing single trans-

(2013.01); HO4L 41/22 (2013.01); HO4L 43/062 actions.

(2013.01); Y04S 40/166 (2013.01); Y04S 40/168
(2013.01)

34 Claims, 35 Drawing Sheets

Kernel Space 310

Kernel Events )
AFD Filter - Sender < TDI Filter
312 o 316 314
v
Kernel Events
Receiver
322
/ VL
Machine Reverse Proce Process Machine
information DNS Resolvsesr Metrics Metrics
Collector Resolver 326 1 Collector Coilector
324 325 = 328 330

Event Dispatcher

\\ ‘ *A//

User Space 320

\i
Health Data
Processor
100




US 9,197,520 B2

Sheet 1 of 35

Nov. 24, 2015

U.S. Patent

02 sulyoeiy
| 002 o108)00 |

™~

02 suyoe
02 20199100

v

001 uoneodde
Buissaooud eiep yjesy

e

_ 002 101081[00 |

02 SuIRen

A

o_.l\\

00 40p2j0D
0 suIyoen

el "old

002 10129jj0D
1

L\ 9T SUIEIN [ENHIA

A/ —
] 002 10199100

/ Qg QUIYOBN [eNBIA

™~ 00z ‘010900 |
¥Z suyoe isoH




US 9,197,520 B2

Sheet 2 of 35

Nov. 24, 2015

U.S. Patent

sseqgeleq

w_‘.\

\i

IBAIBS
uonedijddy

eseqejeq |«

mr.\ ovl\\

vr.\

JETNEETS
uoneslddy

n—

BETNETS
uonestddy

i\ A

A4

IoAI8S gspn

2

qi "Old

o

8l

_/




US 9,197,520 B2

Sheet 3 of 35

Nov. 24, 2015

U.S. Patent

aoelelu]|
3omsN

eo1neQ
uorne|esu|

91 "Old

(s)somnep
Aeldsig

891A8(Q
Bunguiod

m:.\ w_‘_\.\

u-eyg T\

pieoghay)

TN

T410
on

mNru\

om_‘\

obelois

juaby

\ WD

2IEMU0S

8ch \ SO

fowspy
ure

Nmr\

—

\

ndo

101

Lcl

_/



US 9,197,520 B2

Sheet 4 of 35

Nov. 24, 2015

U.S. Patent

PL "Old

o1

o
B0t _\\

\j

soIneg

ot‘.\

o/l

q0¢ _\\

[44°

orl

Fmvl\\\\

Kowspy
ulepy

\

\.

ayoe)

abpug
yod Hod | mod
Aiowsiy o/l o/l

mov\

5_‘\

10ss8001d LB




US 9,197,520 B2

Sheet 5 of 35

Nov. 24, 2015

U.S. Patent

¢ Old

mwwNn_ ¥oC 29¢ Z9¢ 902
SIOMIBN Aowspy 10889001 lossenold aiEMpIEH
192
JoBlg
MIOMISN
9gC oz v0¢
suibug [ousey ooedg
574 k474 Aaljod joulay
laung SELITE
Dve suIbug 1exoed paleibayy]
/-2 1eke7 peadg-ybiH
QlZ S9dIAleg uowse(] WeisAg o
[40r4
— — — aoedg Josn
1474 [4Y4 Ol¢
$SOINSS [[BUS 170 ino




US 9,197,520 B2

Sheet 6 of 35

Nov. 24, 2015

U.S. Patent

¢ old

ool
losseo0ld

Bjeq yjiesH

i

Oce

aoedg Jasn

[£35

Jayoledsiq wang

0¢e (Y43 57¢ Geg vec
10198j10D 10J99)100 | Jenosey JaAjosoY 10199][00
LI SOLSN sss0014 SNA uonBuLIojU|
suloepN $S8001d EIEYEN suyoep
Y \
b4
Janeosey
SjueA] [oulIey
A
¥IE aﬁmw ZIE
—_— ——————————
BE)i ]| 8l
W4 1aL o [ouey, 4 dv

DLE ooedg jouiay




US 9,197,520 B2

Sheet 7 of 35

Nov. 24, 2015

U.S. Patent

¥ "Old

SLIAA
(EVNETS
swn
asuodsal <
oSS g)8|dwo)
\ pesy
2y !

€L

Zl

/ [48]4

JEVNETS

A
aje|dwon
[ —% peay
L |
I
!
I} Jlem !
pesay A !
|
vlv \ _
I
|
\—— Gl | pesy
SJLAN
LL
oY \
s

(uei0)

Y auy
osuodsal
FETNEIN

o_\v\

I



US 9,197,520 B2

Sheet 8 of 35

Nov. 24, 2015

U.S. Patent

S "Old

sesuodsey pejejdon JequinN
swil ssuodsay [ejol

ponIsosy SalAg

SpeSY pPa||elS 18quUnN
speay Suipusd 1aquinN
spesy paje|dwo) Isquiny

swi] Jep pesy (1oL

wag soiAg
A
SHOMSN SIaN /
SAS'didOL \
PIE /
94 1aL
1at
J r \ y § J
dl1lH 1913aN adv \
A A
A% /
ENeELN
¥0¢C
EIE)Y 4
20C
J8sn
aoe9U)
uoijesl|ddy uoneoddy uoyesljddy uolyeoljddy uoneoi|ddy




US 9,197,520 B2

Sheet 9 of 35

Nov. 24, 2015

U.S. Patent

9 "OId

pug

vi9 .
(s)sweu SN PaUIULISISP 3y} PUE SILISW [SAS] 19SN
pue [aAs| [Buey ey} Buijesodiosul Jusns ue sjelsuan

909
(q| ss9o01d

pue ‘uod [eo0] ‘ssalppe d[ [e00] Aq ‘*6°a) uoneojdde
AQ SOUIBW [8A9] JaSN pue [aAd) jpuIsy aui ejefaibby

»

F4%)
ssalppe dj 3y}
Yum paleloosse sueu SN 9y} SuiIs)ap 0} soujsw
o8] J8sn pue [oAd| |aulsy pajebaibbe oyl ul pepnou;
SSalppE d| Uoes jo dnjoo| SNQ SS1eAal B WiIopsd

709
elep aouewiopad palos)|od suj uo
paseq SoLeW [9A3)] J8Sh PUE [SAS] [SUISY SJEIBUSD

i

019
BlED JUSISISUODU|
819U0031 PUE E]EP JUBPUNPS1 SACWSI 0} SoLjoW
[2A9] 1asn pue [an3| |suIey pajebalbbe syl $s200.1d

209
20In8p payiomiau sy} uo Bujuuni
uojesijdde yiomiau auo 1ses) je o} Buipuodsaiiod
elep asueuuopad sY00y au} BIA 199]|0D

809
JeAISIUI SUL)} PUODSS-G | JUSDal jsow ay) ul paiessusb
SOLJaW |SAS] JOSN pUB [aA3] [auJaY au ajebaifby

009
NOE]S }I0M]8U HodSuel) B 0} 80BUS)UI
[lES WwajsAs pajusuo-uolesijdde ue o] pue ‘aoeUajul
jouwioy [0o0jold yiompau [eussiul s,wsisAs Buelado
3] O] SOIASDP PaYIOM}SU B UO S)ooy ysijqelsy

m ubeg U




US 9,197,520 B2

Sheet 10 of 35

Nov. 24, 2015

saoftnseq ssavog B @
\ saumy ssaoig B @w
ks won B -

saugpey e B -3
syng s @)
saweugsop <y B &
sassaippy gady 7Y

2002°S 7L LaPirs S s00z e 1oL P ‘ sassappy vl 1

P Lo e W TZHEZL e —

o \ ,. o 57— o Togeq  aosoy
g kL ) (srzeQiasned) asue) SN R ]

U.S. Patent




US 9,197,520 B2

Sheet 11 of 35

Nov. 24, 2015

U.S. Patent

8 "OI4

pug

908
splepugls
Ansnpui 0} uonejauod Aue pue elep ALAIIOE POAISIS)]
3y} Uo paseq ‘usamiagaisy) sdiysuoear ay) pue
‘saoInep paxlomgau jo Ayjelnid ayj jo seuo anjoadsal
2y uo Buinosxa suonedydde yiomau sy} Apuap)

1

FA%]
j[epow awnj-jeal sy} Aejdsiqg

o8
BJEp JUS)SISUODU| S[IOUO0D31 PUB BjEp JUBpUNpa)
SAOWSJ 0] BJep AJAOB PSAIadal 3Y) SUIqUIo)

[

A

0i8
ussmiagaley} sdiysuotejal
3y pue suoneoidde jiomiau payiusps 8y} Buipnioui
‘snie)s yj|esy JJOMIBU JO [9pOW SWi-[esl S1BI1suss

08
panIagal 10/pue pajoas|iod
sem ejep Ajagoe ayp usym Bupesipul dwejssu
e yum Buoje ejep ALAIJOB PSAIDOSI By} SAIYOLY

i

i

208
pania2al Sem ejep
AuAIOE yoiym 104 suonesijdde HIoMISU JO UOIESIIIUSPE
3y} uo peseq ‘panla0al sem ejep AliAoe ou
yoiym 1oy suoneoldde ¥Jomiau Jo eous]sIxe ayl Jeju[

008
SOOIASD PayIoMIaU
10 Aujesnid ay o souUo dAIIoadsal uo Bunnosxe
suoieoldde ylomou Jo Aljeinid e Jo SSllAIR 0]
Buipuodsa1100 pue ‘saonsp paxiomiau jo Alljelnid e
10 sauo aajoadsal uo Bujinosxs suopedidde 10}09[j00
10 Ayjeinid e Aq ps1o9[joo elep AJINIIOE SA1809Y

A

+
h uibag v




US 9,197,520 B2

Sheet 12 of 35

Nov. 24, 2015

U.S. Patent

6 Oid

pu3

016
[epouws |esuoisiy sy} Aejdsig

i

806
usamiaqaiay) sdiysuonelal
sy} pue suoneoidde ylomiau paynuspl sy} Buipnjour
‘SNIEJS Y][eay MJOMIBU O |SpOoW [EDLIOISIY B)elausn)

¥06
spJepuels Aljsnpui 0} Uoie[a1109 Aue pue
ejep AJAOE paAsLlal 8y} UO peseq ‘usamjagalay]l
sdiysuolie[al ay} pue ‘ejep AJAOE poAallal
ay] yum pajeroosse suopeoidde ylomiau ayy Aluep|

i

i

206
BlEp JUSJSISUOOU] 8|I0U0D3I1 PUE EJEp JUBpunpal
anowsal 0] ejep AJIAIIOR paAsU}al 8yl SUIqUOD)

506
pansLi}al sem ejep
Aanoe yoiym oy suorjesydde ylomiau o uonesyliuspl
3y} UO paseq ‘panali}al Sem Ejep AJIAIIOE ou
yoiym Jo} suoneoridde JI0MIBU JO 2oUSISIXS SY} Jeju]

006
[eAlDiUl BWI} payioads B UIUlIM POAISos!
10 paJos)|00 SEM JEy) BJEp AHAIIOE PSAIUDIE SASLIeY

»
e




US 9,197,520 B2

Sheet 13 of 35

Nov. 24, 2015

U.S. Patent

090}
yuig 1esied

0l "Oid

Se0l
J9jaidiaiuy
1duog Jasied %,_c\w.v
aulyoe
st ferun
d d SUOIJOBSUBI |
S501
Je1aidioiy]
jduog 184 S707
0 Josied
0507 0l€
G00E
O e oror oung anpoyy
auibug Jasied Aiowspy pareys aoeds |puWa)
SvoL gzol
g =lid g Iesied
¥0c
aoedg Jesn aoeds jeuio)y
ovol SLolL
VR E v l8sied




US 9,197,520 B2

Sheet 14 of 35

Nov. 24, 2015

U.S. Patent

L "OId4

OLiL
— ‘popiebalsip si ejep

oulel] YI0M]aU pa)oajjoD

ON

St
Jayng Alowsw paieys ol
paLIsjSURL) SI B}EP OB} YIoMIau pselos|joD

So0LL

¢a1eoipaid euspo e Ajsijes ejep
DIEI] YIoM]aU pa}os|jod s80(Q

0oL
"pa]03]|00 SI SIASD }IoMIaU E Je
paAla9al 10/pue AQ JuSs BlEp Sulel} YIOMIBN

m uibog U




US 9,197,520 B2

Sheet 15 of 35

Nov. 24, 2015

U.S. Patent

Elep

S8¢L
passaidwod

uo paseq
JuSAS sjeleuss)

N

sleci
£U0 apow
soel)

pau

sy

08¢t

[eAIR}Ul BWI}

apaud Buunp

pajoenX2 BJEp
uonpesues} paaiy

ssaidwod

0lcL
ejep pajebaibbe
uo paseq JUsAS 8jelausn)

i

A

Ol

§azi
[erssiul
oLy pauyepald Buunp
pojoeIIXa BlEP UOKOESUERI]
paiayu ay) e1ebaibby

+.

09¢i
Elep Uofoesue.] paiaj|y
8y} Jo SINGUIE UE 810)S

<

gecl
‘peuINSuU0D SEM Blep

OU Jey} 10}eDipul 3101S

§5¢l
Bljep LoIjoBSURL} PBJOBIIXS
uo paseq ejep uopoesues]
pais)jy s)eisusn)

[ T4%
BIED UOIOBSURI] PAJORIIXS
2] 40 9JNQUIE UB 210)S

gzel
‘pawINsu09

aiam ejep Jusnbesqns
pue ejep pe}oe||od
jey; Jojedipul s.01S

_+

1748
"pPSWNSU0O

sem Jey) ejep Jo Apjuenb
[en)oe jo 101edipul 8I01S

\+

ovel
‘|oo0j0.id Mlomiau
Aq pauyep uojoesuel]
jeaiBoj o} Buipuodsaliod
Blep uoloesuel) Joelixg

(i]%4)
‘pasied aq

JIM MO YIomIBuU aif}
wiol} ejep juenbasqns
ou jey) 10]ROIpUI 81018

(1342
juonoesuen
10BIIXS 0] BIEP
ybnoug

({44
¢ Buisied

anupuon

Sich
Alessaoou

s| ejep jusnbasgns
10 Busied 51 psujwIs}sp
0} Blep suiwex3

S0ci
¢pasied

aq ejep ued

({174}
éi8lnq
Aowsw paseys ul
dlqejiene




US 9,197,520 B2

Sheet 16 of 35

Nov. 24, 2015

U.S. Patent

€L "Old

S0E}
1os sisayjodAy ey o} Buippy

»

L0¢gL
sdew Jeay Buneisuan

Sogl
uone[a1109 ybiy yum sorgew bujApuspy

+

voct
1es sisayjodAy e Bunelsusn

a4

£0cl
SJUSIOIYB03T UoNReLI0D Bullelausn

F4 )
195 sjepipued e BulAluSp]

1

LogL
supw Aewud e Buosies




US 9,197,520 B2

Sheet 17 of 35

Nov. 24, 2015

U.S. Patent

¥l "Old

Sovi
19S aleplpued 8y} jo sieqwsw BulAnuepi

I

vovi
adA} oLew yiomiau
2y} yyum pajeoosse ndul ue Buinieosy

i

covl
uonouny Buusyy e BulAlddy

{

covi
adA ouzew yiomyau e Bujos|eg

Lovi
sjuswele

ylomiau jo adoos e Bunoseg




US 9,197,520 B2

Sheet 18 of 35

Nov. 24, 2015

U.S. Patent

gL "Old

vo<i
198 sisaujodAy e Buneisuss

i

gocl
S)USIDIYS00 UoKE[S1I0D Buljelsusn)

I

Loct
auew Azewnd e Buiosies

~#

€051
eoeLalUI
Jesn e Woy enjea Yiys [elodwsy e Buinessy

t

A

c059l
Indul JUSWISIDSP JO/PUE JUSWISIOUI PaAISdal

By} U0 paseq jeAlalul auwly ay} Bunsnfpy

}

1051
@oeajul jesn e BIA Indul
JUSLWISIOBP J0/pUE Juswialoul ue Buineoay

}

uibeg

)




US 9,197,520 B2

Sheet 19 of 35

Nov. 24, 2015

U.S. Patent

91 "Old

v09l ¢091
uoneinbiyuods sy} uo indui sy} uo
paseq adA} aujew yiomiau ay) Bunelsuss paseq adA} ouew yJomiau sy} buneleuss)
A A
€09l (o9t
uoneulioul uoneinbiyuod soepaul

sopnjoul ey} a|u elep e Buipesy

ndui Jesn e eiA Jasn e wol) Indut Buineosy




US 9,197,520 B2

Sheet 20 of 35

Nov. 24, 2015

U.S. Patent

Ll "Old

01

188 sisaylodAy e Bunersuss

!

¥0LL

S1USIDIYB00 Uolje[ellod Buljelsuss

4

€0l1
= SIE]]
1asn e woly anjeA Jiys |ejodws) e Buinisoay

t

i

colL
INdul JuSWa108p J0/PUE JUSWIBIOU| POAISISL

8yl uo paseq jeAsaiul awi ay) Bunsnipy

!

LoZL
aoep9ul Jasn e eiA Jnduj
JUSWa108p Jo/pue Juswaldul ue Buinisoey

}

C

uibag

)




US 9,197,520 B2

Sheet 21 of 35

Nov. 24, 2015

U.S. Patent

el "Old

plosful
duaus

pa

TAPEIO-HG-SYZH. UD [Pz Jandag ddy 2(3040) SETT 90 T3[IRIO-FE-RTM U0 Juafrgid
TERIV-FO-TYTH US [THLT J8atas diy 3)30007 @5TT 03 THIRI0-3o-gTw us Wabyki3y
599THE [La2qp-2-22 51l (WIZad (Ying)

Saseqelep-g-557| Uo (PIbEAWT SO¢E 0F JEIN-PE-553] WD JPIUIe

JeIU0FLE-GE3) UDd JETLIC] U3 (248

. JeIUM

LRI 55D

399 T+¢ [LATQP-2-225!] (igaa (dikal
oSy

T4epy

pidewisiu

oSy

SUO-RG-BYTAM US JAUISIT SNL HPRI0; TZSTOTE AT
18IUOT-FE-S97| LD JEIWIOL UT (RLE

FOIUTLE$G-590]

32IMOL

IEDUICF G557

JEIWOFHY-GEI| UL BT BARIWDL sypedy

JEUDI-£0-G50] UC IRIWG) U0 0ES8

puB-IUOL] LMY (EE3204d
Ndo ssEoly

LHL HMue

LHE

fidD 38004y

Ly Hun

1¥l Mod ss3704d
pua-peg 14y ISSE00Y
pus-{ied 1¥¥ BuUiyIel
U sefied 1553300d
SpREAY 40 JRWINK NS
0 peRd M=

fid7 1SS9204¢

SLNLE Hex PEDY |10 NSIT

75T 03 TR[IEIC-po-DzM UG ppi T Jeatag ddy sprug PUSS{3IBE &3 Tf YIowdan dur

13 X HOd 3593044
pUR-JUDU] [HY S2UNIRK
PUSQUDID e ¥R (EE200U4
PUE-IUOLL 13 “El HMIYIER
1Y xely ddy

1y TUog S§3204d

233EgeIRP-TE-5GD]
z-zesl
TH|2EI0-H9-

N
g

2202

o
T3[2248- 555

12IUI0F 19-G57]
193G} p5- 559
12OF pG-557|
JEIWOY-pa-S5T)

z-zzsl

B[ARI-GR-GNOTOS
z-zzs!
TR|IBLD- PO T

1L UG-GS5
3RO EI-GET
18O HG-56T]

1B HE- 55D

i 3 AN N

JEIUDLHG-G57|

o o e

Jeao ) pUS-IUGI] [HY 1SS8I04d PAIUOFFS-5EI] QIHT iy y
WIUOFFG-55] UO AT 0 RALIUOL dyaedy e ey 6001 |
JRIUGRFDEG 5] Ly ARk RIMOEpE-5GI] OO T p AR T
FDINCS AW @dAy] sunpeN A o eleg pajeIelloD:

S U B asusdsey Byl L8y (SBUUB TEPT]

208}

voslL

SIS PRIS[RICD

153NSIY JOMId  1SDLNWM S

ugpesued G

Loel

seulysEw JUSpUSdap (8 UD S3IW jY =

Hjun sauspuadap g

:2dudg 123135

£08L

mu IBSWOY-FG-55F] J0f THY Bune@uen

1BOWOFO-G5Y| UT BT 0'e/IoWs | aysedy usioitka ddy isiucd

JROIOIFO-GGD] 40} 1Hy Buielsied
]

puse]




US 9,197,520 B2

Sheet 22 of 35

Nov. 24, 2015

U.S. Patent

6l "Old

[A11:1 3

Su U B esuodsad Bl pwy |

I3 PRSP0

(581UB [DSE 48 §)

IHEN INOT 03D <%

HIRIR I

EBRI0MS

yury

UBPESUEL]

153NS 2Y S

o7 098 109738 BunIiRw TII8I0- pO- BT UC ABUBYSIT SNL §[280 U TEST Ag pardas s1sEnbey I0E G KL T&IBAD- P-4z 500
O 030 103738 BUIYDIRWM TR0 0-FG- 2T M U0 JBUSYSIT SML S{3210 U0 TTST Ag paadas sisenbay 08 pray Xy T2jrRio-Lo-g4Z% 5070
7 03D 10I13S BUTIPW TRBEI0- pS-ETM UD JBUSISIT SNL B8O U TEST Ad panles sisenbay 108 LY *ep XL TR{IBA-FG-@NTM  HTT0
030 153735 PUIRW TR|2RI0-HO-EHZ M UT LBUSISIT SN B3840 U TTST A9 paadss 515EN nkisy 0% ML ®1 TaprRio-ve@izm  $ZT0 : w
0z 039 1097398 BulgRiew TR[IRI0- b8 M UD J8USISIT SHL 2|PEI0 WO TEST Ag paades sisanbay 108 il A R TIBJO-+S24TM  GETD N
CoF 035 103735 BUlYDIRul TRPRID-FO- 2T U JSUSIZT SN L BjIRdD-Ue TZST 49 parmas s1sanbay I0S peoT XL TR0 G- T M GET'0
QIS 103735 Builaieid TE[Ie0e- fY-gTa U0 15USIS) T SN B3040 WS TTST Ay pardas s3sanbay 108 UH L TH|ARAD- G- TAT M.
W3R SESBRIPR-EE-9%7) UD iplhsAW) 90Le 03 IBIWI0TFE-GE3] UD JEQUID ] O] JUas 5 s1sanbay oS SI)G ¥ 182D $G-552| | i
BRI S25RYRIEP-TE-SSI) UD (PibsAY 908E G IBIUAFFY-S5D) U 183LUD | ISl IUSs 51Sanbey 105 peO L 1RO HG-C53|
DL F9-55 3] L7 Teulgae)y W PG-S52| S A
JINOGG u_uﬁmg_w Naﬁ,f Eailtipa:s B120 ﬁuﬁmﬁ.lﬁc
081

Logl

SRURYIRW JUapUsdap |8 U0 SR Y s

ERLEIR AT R

cavcaamn Emt_

€ogl

1ENueY-EY-GED] 308 DY BuRe|suod

nnum uuuuum

IEOWOFFS-S5T U 8T 0TRARDWD] ayoedy cmk_o_axm aa& PHEIUOD
1BOWIO-FS-SE D] o) LHY BUlwRLIoD

=

voertl




US 9,197,520 B2

Sheet 23 of 35

Nov. 24, 2015

U.S. Patent

0¢ Old

S00¢
adA) uonsesuel) U0 PesEq suoloBsUBl)

JSY10 YuMm uonoesuel) sy} Buljepossy

+

¥00c
suonaesuel] o 1sl| pajebsibfe ue
ul saLue Yum uoipesued] jo adA} Bunedwo)

 \

€002
uoroesuel] jo adA} syj buluwisieg

J \

200¢
Isynuapl
peaiy] sy} o} pajejal sjuans Bulkiuspl

1

1002
uoljoesuel] e
UlM pajeroosse Jaijuep) peaiy) e Buikiuep)

i
ﬁ uibeg v




US 9,197,520 B2

Sheet 24 of 35

Nov. 24, 2015

U.S. Patent

LZ 'Old

golz
s|joo0jo.d
pajos|es sy} 0} psiejal sjusas Bullyusp]

c0l¢
sjoo0j04d alow Jo auo Builosies

1] X4
[020]0.1d uoISSIWSUE}

8yl Jo Juspuadapul sjuaas BulAjuspy




US 9,197,520 B2

Sheet 25 of 35

Nov. 24, 2015

U.S. Patent

¢¢ Old

¥0¢2
uonoesues; ay} o} Buipuodsallos

elep esewloped |eiodws) Buleisuag)

f

€02¢
uoloesuel] 8y} 0} psie[al sjusns
10} S8 90USLINDI0 JUaAs By} Buiiiwisisq

i

(41744
swi uonoesuel; dojs sy} Buluiwisisg

i

N1Y44
awi} uonoesued) Lels syl Buiuiwisieq

f
ﬁ uibeg d




US 9,197,520 B2

Sheet 26 of 35

Nov. 24, 2015

U.S. Patent

€¢ 'Old

£0ge
sjuans buizijellss

J

z0€c
sieljljuspl pealy}
ay} 01 Buipuodsauio sjusas Bufyuspi

f

10gZ
suanoesuel} paalgosl Bulpuodseliod

Ylim paleIoosse sialuspl peaiy; Buikiiuep)

f
q uibeg v




US 9,197,520 B2

Sheet 27 of 35

Nov. 24, 2015

U.S. Patent

¥Z "Old

(1} 74
sjoo0j0.d
pajos|es au) 0} pajejel sjuans Bulkjuepi

cove
sjooojo.d aiow Jo auo Buiosies

Lobe
[020]01d UoIsSsIWsuUE}

2y} Jo wspuadapul sjusas BulAjuspi




US 9,197,520 B2

Sheet 28 of 35

Nov. 24, 2015

U.S. Patent

GZ 'Old

0S¢
anenb |aula)| ojbuls 8y} Ul SJUSAS

Jo Jeplo ue asodwi 0) yoojuids e buisn

|

L0G¢
enanb

jsuley sjbuis & ybnouy; sjusns Puissed




US 9,197,520 B2

Sheet 29 of 35

Nov. 24, 2015

U.S. Patent

9¢ 'Old

¥09¢
Iaynuapl Bulyoys ay) o) psubisse jusne
yoea Joy Jajunod Buiysyis ey Bunuswsioui

a

€09¢
Joyuap! BuiydYS S} Ylim pojeloosse
SJUSAS SIUNOD JEY) Jal1jUSpI pesiy)
o} yum Jejunod Buiyows e Buljeloossy

4

209¢
Jaijuepi peaiyl oy o} Buipuodsseod

sjusAe o} Jeuspl Buiyoys ayy Bujubissy

i

109¢
uonoesues)

e 01 Buipuodsaii02 Jalljuapl pEalY}
e yum Jeiyiuspl Buiyos e Buneroossy

i
m uibag v




US 9,197,520 B2

Sheet 30 of 35

Nov. 24, 2015

U.S. Patent

L¢ Old

¥0.¢
anjen
JUNOD JUSAS [B}0] B Sjeiausb 0} Jaiuspl
Buiyoyns 20843 Y3 01 Buipuodseilod Jusas
yoBa 104 J2IUNO0D JUSAS |B)o] B Bunuswiaiou]

A

€012
Jsunuap! Buiyoys eoei
sy} 0} Buipuodsaliod siusae Bujuluwusiag

 §

[A1)x4
uonoesues) Buioely 8y} Yim pajeloosse

Jeynuep] Buiyoys esel) e Buifypuep)

i

1042
uonoesue.) Buioely e Builyiuspi




US 9,197,520 B2

Sheet 31 of 35

Nov. 24, 2015

U.S. Patent

8¢ 'Ol

08¢
JBIUN0J JUSAS [B}0) BU] pue
Jeuuapl Bulyoyls 2.} sy} YIiM pejeioosse
13)Unoo Buyols Sy} Usamlaq UoJeWwSiU e uo
paseq Jojesipul sjuaas Buissiw e Buijelsuss

a

£08¢
J8IUN0D JUSAS
1830} 2U1 Yum Jayuapl Bulyopls 808} au uim
pajeioosse Japunos Buiyas ay; Buledwod

¢08¢
| 0} fenba anfea Jajunod

JUSAS [B)0] By} Lo paseq J0jealpul
SJUSAS |esnes ou e Bugelsuso

108c
0 01 |enbs anjea J8)unco

JUSAS [B10] SY} UO paseq 1ojealpul
3|ge|leAe ejep ou e Bueisusg




US 9,197,520 B2

Sheet 32 of 35

Nov. 24, 2015

U.S. Patent

6 Old

806¢
Bus Aanb sy jo suoiyod

snonBiuoo-uou Jo wnsyosyd e Bupelsuss

»

2062
Buiys Aenb sy

10 WNsyoeY2 e|qisiarsl-uou B Buljeisusg

y \

906¢
Japeay ay} jo suoiod
snonfiuoo-uou jo wnsyoeyo e Buneisuss

»

S06¢
Japeay au}
1O WINSY28Y0 S|qistensi-uou e Bunelsusy

J

606¢
MOPUIM B B Ul Bulino0

suonjoesuel) punogu Bulljijuspi

y \

sie)eweled eyep uonoesuel; buiosieg

Y062

suolpesuel) siepipues Buifjjuspj

£06¢

\

UolJoBSUEL} PUNOING
2y} jo adA} uooesuel; auy buiAiuspl

c062

A

uonoBsuRl) punogino ue BuiAgiusp|

Lo6c

+

C

uibeg u




US 9,197,520 B2

Sheet 33 of 35

Nov. 24, 2015

U.S. Patent

0€ "Old

£00¢
I9)aWeled elep uoloesuel) sy} se Jaqunu
sousnbas Jo/pue Jaquinu Jod BulAijuspi

200¢
Jejeweled ejep uonoesuel; sy}
Se 9pod uInjalepoo Joid BulAusp|

1L00¢
Jojeweled ejep uopoesuel

sy} se Jaynuapt uoioesuel) buiAyuepy

v06c




US 9,197,520 B2

Sheet 34 of 35

Nov. 24, 2015

U.S. Patent

L€ "Old

g01¢

laquinu
pod Jo/pue [000j0i1d aY] YIM PO)EIDOSSE
suopaesuel} punoqui BulAiusp)

»

S0Le
suonesesuel}

puUNogINo Y} YlIM pajerdosse
Jequunu Jod Jojpue jooojo.d Buikusp)

voic
adA} uonoesue.) paluspl
2y} Jo suocjoesUel) punogul pue puncgino
ay] Yum pajeloosse uoijew.oul buebeubby

a

£01LE
adA} uolaesuel) paijiusp!
oy} jJo suonoesuel) punoqul Buikpuap)

!

¢0Lle
adAy uonoesuel} payiusSpl
8y} JO suonoesuEil punogino Buikiuspi

a

10l¢
adAy uonoesuel; e Buljusp|

+
= )




US 9,197,520 B2

Sheet 35 of 35

Nov. 24, 2015

U.S. Patent

e I U R O PRI

¢€ "Old

€

T AT O T STUURY

[etes -

B A G e

G
UL CETD

TEOT UG R L TR

L BTG

e Pl

e
G e
¢ ZE

SR A P T 8 G,

SRR A

Yk, (o Ay

¥ )

- ARy DY

GERALT Tnd

e

St BT8

THOR CETET R

fsEaa e 3
EApe-sam C

gy esoeey

W

=

&

W PHLE

A TP

Ragdsae R 5
b it e e

=n
ST e BB

RSOOSR, 3 BABE gLk RS

PG G WS [T
B esyetrann me

Iepea e ]

WYY T

p

S5




US 9,197,520 B2

1
METHODS AND COMPUTER PROGRAM
PRODUCTS FOR TRANSACTION ANALYSIS
OF NETWORK TRAFFIC IN A NETWORK
DEVICE

FIELD OF INVENTION

The present invention relates to computer networks and,
more particularly, to network performance monitoring meth-
ods, devices, and computer program products.

BACKGROUND

The growing presence of computer networks such as intra-
nets and extranets has brought about the development of
applications in e-commerce, education, manufacturing, and
other areas. Organizations increasingly rely on such applica-
tions to carry out their business, production, or other objec-
tives, and devote considerable resources to ensuring that the
applications perform as expected. To this end, various appli-
cation management, monitoring, and analysis techniques
have been developed.

One approach for managing an application involves moni-
toring the application, generating data regarding application
performance, and analyzing the data to determine application
health. Some system management products analyze a large
number of data streams to try to determine a normal and
abnormal application state. Large numbers of data streams
are often analyzed because the system management products
may not have a semantic understanding of the data being
analyzed. Accordingly, when an unhealthy application state
occurs, many data streams may have abnormal data values
because the data streams are causally related to one another.
Because the system management products may lack a seman-
tic understanding of the data, they may not be able to assist the
user in determining either the ultimate source or cause of a
problem. Additionally, these application management sys-
tems may not know whether a change in data indicates an
application is actually unhealthy or not.

Current application management approaches may include
monitoring techniques such as deep packet inspection (DPI),
which may be performed as a packet passes an inspection
point and may include collecting statistical information,
among others. Such monitoring techniques can be data-inten-
sive and may be ineffective in providing substantively real-
time health information regarding network applications.
Additionally, packet trace information may be lost and appli-
cation-specific code may be required.

Embodiments of the present invention are, therefore,
directed towards solving these and other related problems.

SUMMARY

It should be appreciated that this Summary is provided to
introduce a selection of concepts in a simplified form, the
concepts being further described below in the Detailed
Description. This Summary is not intended to identify key
features or essential features of this disclosure, nor is it
intended to limit the scope of the invention.

Some embodiments of the present invention are directed to
methods for analyzing network traffic transactions. Methods
may include identifying a thread identifier associated with a
transaction and identifying one or more events related to the
thread identifier. The type of the transaction may be deter-
mined to be a first type of transaction. Some embodiments
may include comparing the first type of transaction with
respective types of transactions among entries in an aggre-
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gated list of transactions. The transaction and the one or more
events related to the thread identifier associated with the
transaction may be associated with an entry in the aggregated
list of transactions based on a match between the first type of
transaction and a respective one of the types of transactions
associated with the entry in the aggregated list of transactions.
The aggregated list of transactions may include one or more
transactions received by an application server in a time win-
dow.

In some embodiments, a start transaction time associated
with a start of the transaction and a stop transaction time
associated with completion of the transaction may be deter-
mined. Some embodiments may include determining an
event time for respective ones of the one or more events
related to the thread identifier associated with the transaction.
The start of the transaction may correspond to a receipt of a
request for the transaction. In some embodiments, a differ-
ence between the stop transaction time and the start transac-
tion time may be compared to a threshold. Temporal perfor-
mance data corresponding to the transaction based on the start
transaction time, the stop transaction time, and/or the event
times may be generated. The temporal performance data may
include statistical data.

In some embodiments the methods described herein may
be applied to a web server identified to use thread identifiers
as valid join identifiers. The web server may include an
Apache server, a Sun ONE server and/or a Java-based appli-
cation server. The thread identifier may be unique among
threads across the web server.

Identifying one or more events, according to some embodi-
ments, may include identifying one or more events that use
any of the one or more networking protocols used by the
respective transaction. Identifying one or more events may
include selecting one or more protocols and identifying one
or more events using the selected protocols. The transaction
may also use a selected network protocol.

Some embodiments of the present invention are directed to
amethod of tracing transactions and related events of network
traffic sent to and/or received by a network device. Methods
may include identifying a plurality of thread identifiers, ones
of which may be associated with corresponding ones of a
plurality of received transactions. Some embodiments may
include identifying one or more events corresponding to the
respective ones of the plurality of thread identifiers. The
transaction and one or more events related to the plurality of
thread identifiers may be serialized into a list of events and/or
an ordered list.

According to some embodiments, a stitching identifier
may be associated with a transaction of the plurality of
received transactions. The stitching identifier may be
assigned to all events corresponding to any specific thread
identifier. A stitching counter counts events associated with
the stitching identifier. The stitching counter may be incre-
mented for each of the events assigned to the stitching iden-
tifier.

In some embodiments a tracing transaction and the trace
stitching identifier associated with the tracing transaction
may be identified. Embodiments of the method may include
determining, from the serialized list of events, one or more
events corresponding to the trace stitching identifier to iden-
tify events that correspond to the tracing transaction. A total
event counter may be incremented for events corresponding
to the trace stitching identifier in order to generate a total
event count value.

According to some embodiments, a no data available indi-
cator may be generated based on the total event counter value
equal to 0. A no causal events indicator may be generated
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based on the total event counter value equal to 1. In some
embodiments, the stitching counter associated with the trace
stitching identifier may be compared with the total event
counter and a missing events indicator may be generated
based on a mismatch between the stitching counter associated
with the trace stitching identifier and the total event counter.

In some embodiments, the respective thread identifiers of
the plurality of threads may be unique in an application server
with respect to a kernel. Serializing the events may include
passing events through a single kernel queue and/or using a
spinlock that imposes an order of events in the single kernel
queue. The thread identifiers may be represented by an
address location in the kernel of a control block of the thread
and/or the thread identifiers may be represented by a pointer
to an address location in the kernel of a control block of the
thread.

In some embodiments, identifying one or more events may
include identifying one or more events that include any of the
one or more networking protocols used by the corresponding
received transaction. Identifying one or more events may
include selecting one or more protocols and identifying one
or more events associated with the selected protocols used by
the corresponding received transaction. The selected proto-
cols may be associated with one of the received transactions.

Some embodiments of the present invention may be
directed to methods of identifying one or more events that are
associated with a transaction based on a thread identifier and
associating the transaction and the one or more events with at
least one transaction of a plurality of transactions based on a
transaction type.

In some embodiments, a single transaction may be
recorded at two ends of a communication link. The same
transaction may be recorded as an outbound transaction at a
sender and as an inbound transaction at a receiver. Some
embodiments of the present invention may identify which
pairs of outbound and inbound messages correspond to single
transactions. The transaction type of each outbound transac-
tion may be identified. One or more inbound transactions
which have the same transaction type as the transaction type
of an outbound transaction may be identified as candidate
transactions. One or more transaction data parameters may be
selected that correspond to the outbound and/or inbound
transactions. A candidate outbound transaction may be deter-
mined to be related to a candidate inbound transaction based
on the transaction data parameters. The inbound transactions
may include transactions received in a time window.

In some embodiments, a transaction identifier may be iden-
tified as one of the transaction data parameters. An error code
and/or a return code may be identified as one of the transac-
tion data parameters. Selecting one or more transaction data
parameters may include identifying a port number and/or a
sequence number as one of the transaction data parameters.
The sequence number may be determined based on a byte
offset of a TCP stream. The one or more transaction data
parameters may include a protocol specific identifier. The
protocol specific identifier may comprise a header and the
header may be a Hypertext Transfer Protocol (HTTP) request
header.

In some embodiments, a checksum of one or more con-
tiguous or non-contiguous portions of at least a portion of the
header may be generated. A non-reversible checksum of one
or more contiguous or non-contiguous portions of at least a
portion of the header may be generated.

In some embodiments, the protocol specific identifier may
include a query string. A non-reversible checksum of at least
a portion the query string may be generated. A checksum of
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one or more non-contiguous portions of at least a portion of
the query string may be generated.

According to some embodiments, a transaction type for
analysis of one or more application servers may be identified.
A plurality of outbound transactions of the transaction type
identified for analysis may be determined. A plurality of
inbound transactions of the transaction type identified for
analysis may be determined. Information associated with the
plurality of outbound transactions and information associated
with the plurality of inbound transactions of a same transac-
tion type may be aggregated.

In some embodiments, a protocol and/or a port number
associated with each of the plurality of outbound transactions
from an application server may be identified. A plurality of
related inbound transactions for one or more different web
servers that are based on the protocol and/or the port number
associated with the plurality of outbound transactions may be
identified.

In some embodiments, a computer program product
including a non-transitory computer usable storage medium
having computer-readable program code embodied in the
medium is provided. The computer-readable program code is
configured to perform operations corresponding to methods
described herein.

It is noted that aspects of the inventive concepts described
with respect to one embodiment may be incorporated in a
different embodiment although not specifically described
relative thereto. That is, all embodiments and/or features of
any embodiments can be combined in any way and/or com-
bination. These and other objects and/or aspects of the present
inventive concepts are explained in detail in the specification
set forth below.

Other methods, devices, and/or computer program prod-
ucts according to example embodiments will be or become
apparent to one with skill in the art upon review of the fol-
lowing drawings and detailed description. It is intended that
all such additional methods, devices, and/or computer pro-
gram products be included within this description, be within
the scope of the present invention, and be protected by the
accompanying claims.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will now be described in more detail
in relation to the enclosed drawings, in which:

FIGS. 1a-14 are block diagrams illustrating example net-
works in which operations for monitoring network applica-
tion performance may be performed according to some
embodiments of the present invention.

FIG. 2 is a block diagram illustrating an architecture of a
computing device as discussed above regarding FIGS. 1¢ and
1d.

FIG. 3 is a block diagram illustrating operations and/or
functions of a collector application as described above
regarding FIG. 1a.

FIG. 4 is a diagram illustrating determining a read wait
time corresponding to a user transaction according to some
embodiments of the present invention.

FIG. 5 is a block diagram illustrating a kernel level archi-
tecture of a collector application to explain kernel level met-
rics according to some embodiments of the present invention.

FIG. 6 is a flowchart illustrating example operations car-
ried out by a collector application in monitoring and reporting
network application performance according to some embodi-
ments of the present invention.
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FIG. 7 is a screen shot of a graphical user interface (GUI)
including a model generated by a health data processing
application according to some embodiments of the present
invention.

FIG. 8 is a flowchart illustrating example operations car-
ried out by a health data processing application in generating
and displaying a real-time model of network application
health according to some embodiments of the present inven-
tion.

FIG. 9 is a flowchart illustrating example operations car-
ried out by a health data processing application in generating
and displaying an historical model of network application
health according to some embodiments of the present inven-
tion.

FIG. 10 is a block diagram illustrating the architecture of a
system providing network traffic data parsing and filtering
according to some embodiments of the present invention.

FIG. 11 is a flowchart illustrating example operations car-
ried out by a collector application in collecting raw network
traffic data that is sent to and/or received by a network device
according to some embodiments of the present invention.

FIG. 12 is a flowchart illustrating example operations car-
ried out by a collector application in parsing and filtering
collected network traffic data according to some embodi-
ments of the present invention.

FIG. 13 is a flowchart illustrating example operations car-
ried out by a correlation analyzer for analyzing correlation of
collected network traffic data metrics according to some
embodiments of the present invention.

FIG. 14 is a flowchart illustrating example settings that
may be applied to define the candidate set according to some
embodiments of the present invention.

FIG. 15 is a flowchart illustrating example user input
operations to control temporal shifting during correlation
analysis according to some embodiments of the present
invention.

FIG. 16 is a flowchart illustrating example operations in
methods/systems that generate the network metric type for
use in identifying the candidate set for correlation analysis
according to some embodiments of the present invention.

FIG. 17 is a flowchart illustrating example user input
operations to control temporal shifting during correlation
analysis according to some embodiments of the present
invention.

FIG. 18 is a screen shot of a graphical user interface (GUI)
including selection options for scope and network metric
types for correlation analysis and display of results related to
aprimary metric by a correlation analysis application accord-
ing to some embodiments of the present invention.

FIG. 19 is a screen shot of a graphical user interface (GUI)
including an example selection of transaction as the network
metric type for correlation analysis and display of results
related to a primary metric by a correlation analysis applica-
tion according to some embodiments of the present invention.

FIG. 20 is a flowchart illustrating example operations car-
ried out by a health data processing application to generate an
aggregated list of transactions based on the thread identifier
and transaction type according to some embodiments of the
present invention.

FIG. 21 is a flowchart illustrating example operations car-
ried out by a health data processing application to identify
transaction events based on networking protocols according
to some embodiments of the present invention.

FIG. 22 is a flowchart illustrating example operations car-
ried out by a health data processing application to generate
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temporal performance data based on transaction and event
times according to some embodiments of the present inven-
tion.

FIG. 23 is a flowchart illustrating example operations car-
ried out by a health data processing application to identify and
serialize events based on the thread identifiers of transactions
according to some embodiments of the present invention.

FIG. 24 is a flowchart illustrating example operations car-
ried out by a health data processing application to identify
transaction events based on networking protocols according
to some embodiments of the present invention.

FIG. 25 is a flowchart illustrating example operations car-
ried out by a health data processing application to serialize
events by passing events through a single kernel queue and/or
using a spinlock according to some embodiments of the
present invention.

FIG. 26 is a flowchart illustrating example operations car-
ried out by a health data processing application to assign a
stitching identifier and maintain a stitching counter for events
based on the thread identifier according to some embodi-
ments of the present invention.

FIG. 27 is a flowchart illustrating example operations car-
ried out by a health data processing application to determine
and count events for a transaction to be traced according to
some embodiments of the present invention.

FIG. 28 is a flowchart illustrating example operations car-
ried out by a health data processing application to generate
indicators based on front-to-back stitching according to some
embodiments of the present invention.

FIG. 29 is a flowchart illustrating example operations car-
ried out by a health data processing application in trace mode
based on back-to-front stitching according to some embodi-
ments of the present invention.

FIG. 30 is a flowchart illustrating example operations car-
ried out by a health data processing application for selecting
transaction data parameters in trace mode using back-to-front
stitching according to some embodiments of the present
invention.

FIG. 31 is a flowchart illustrating example operations car-
ried out by a health data processing application in an aggre-
gate mode using back-to-front stitching according to some
embodiments of the present invention.

FIG. 32 is a screen shot of a graphical user interface (GUI)
including example tracing of transaction events according to
some embodiments of the present invention.

DETAILED DESCRIPTION

In the following description, for purposes of explanation
and not limitation, specific details are set forth such as par-
ticular architectures, interfaces, techniques, etc. in order to
provide a thorough understanding of the present invention.
However, it will be apparent to those skilled in the art that the
present invention may be practiced in other embodiments that
depart from these specific details. In other instances, detailed
descriptions of well known devices, circuits, and methods are
omitted so as not to obscure the description of the present
invention with unnecessary detail. While various modifica-
tions and alternative forms of the embodiments described
herein may be made, specific embodiments are shown by way
of example in the drawings and will herein be described in
detail. It should be understood, however, that there is no intent
to limit the invention to the particular forms disclosed, but on
the contrary, the invention is to cover all modifications,
equivalents, and alternatives falling within the spirit and
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scope ofthe invention as defined by the claims. Like reference
numbers signify like elements throughout the description of
the figures.

As used herein, the singular forms “a,” “an,” and “the” are
intended to include the plural forms as well, unless expressly
stated otherwise. It should be further understood that the
terms “comprises” and/or “comprising” when used in this
specification are taken to specify the presence of stated fea-
tures, steps, operations, elements, and/or components, but do
not preclude the presence or addition of one or more other
features, steps, operations, elements, components, and/or
groups thereof. It will be understood that when an element is
referred to as being “connected” or “coupled” to another
element, it can be directly connected or coupled to the other
element or intervening elements may be present. Further-
more, “connected” or “coupled” as used herein may include
wirelessly connected or coupled. As used herein, the term
“and/or” includes any and all combinations of one or more of
the associated listed items, and may be abbreviated as “/”.

Unless otherwise defined, all terms (including technical
and scientific terms) used herein have the same meaning as
commonly understood by one of ordinary skill in the art. It
will be further understood that terms, such as those defined in
commonly used dictionaries, should be interpreted as having
a meaning that is consistent with their meaning in the context
of' the relevant art, and will not be interpreted in an idealized
or overly formal sense unless expressly so defined herein.

It will be understood that, although the terms first, second,
etc, may be used herein to describe various elements, these
elements should not be limited by these terms. These terms
are only used to distinguish one element from another.

Example embodiments are described below with reference
to block diagrams and/or flowchart illustrations of methods,
apparatus (systems and/or devices), and/or computer pro-
gram products. It is understood that a block of the block
diagrams and/or flowchart illustrations, and combinations of
blocks in the block diagrams and/or flowchart illustrations,
can be implemented by computer program instructions.
These computer program instructions may be provided to a
processor of a general purpose computer, special purpose
computer, and/or other programmable data processing appa-
ratus to produce a machine, such that the instructions, which
execute via the processor of the computer and/or other pro-
grammable data processing apparatus, create means (func-
tionality) and/or structure for implementing the functions/
acts specified in the block diagrams and/or flowchart block or
blocks.

These computer program instructions may also be stored in
a computer-readable memory that can direct a computer or
other programmable data processing apparatus to function in
a particular manner, such that the instructions stored in the
computer-readable memory produce an article of manufac-
ture including instructions which implement the functions/
acts specified in the block diagrams and/or flowchart block or
blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer-implemented process, such that the
instructions, which execute on the computer or other pro-
grammable apparatus, provide steps for implementing the
functions/acts specified in the block diagrams and/or flow-
chart block or blocks.

Accordingly, example embodiments may be implemented
in hardware and/or in software (including firmware, resident
software, micro-code, etc.). Furthermore, example embodi-
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ments may take the form of a computer program product on a
non-transitory computer-usable or computer-readable stor-
age medium having computer-usable or computer-readable
program code embodied in the medium for use by or in
connection with an instruction execution system. In the con-
text of this document, a non-transitory computer-usable or
computer-readable medium may be any medium that can
contain, store, or transport the program for use by or in con-
nection with the instruction execution system, apparatus, or
device.

The computer-usable or computer-readable medium may
be, for example but not limited to, an electronic, magnetic,
optical, electromagnetic, infrared, or semiconductor system,
apparatus, or device. More specific examples (a non-exhaus-
tive list) of the computer-readable medium would include the
following: a portable computer diskette, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), and a portable compact disc read-only memory
(CD-ROM).

Computer program code for carrying out operations of data
processing systems discussed herein may be written in a
high-level programming language, such as C, C++, or Java,
for development convenience. In addition, computer program
code for carrying out operations of example embodiments
may also be written in other programming languages, such as,
but not limited to, interpreted languages. Some modules or
routines may be written in assembly language or even micro-
code to enhance performance and/or memory usage. How-
ever, embodiments are not limited to a particular program-
ming language. It will be further appreciated that the
functionality of any or all of the program modules may also be
implemented using discrete hardware components, one or
more application specific integrated circuits (ASICs), or a
programmed digital signal processor or microcontroller.

It should also be noted that in some alternate implementa-
tions, the functions/acts noted in the blocks may occur out of
the order noted in the flowcharts. For example, two blocks
shown in succession may in fact be executed substantially
concurrently or the blocks may sometimes be executed in the
reverse order, depending upon the functionality/acts
involved. Moreover, the functionality of a given block of the
flowcharts and/or block diagrams may be separated into mul-
tiple blocks and/or the functionality of two or more blocks of
the flowcharts and/or block diagrams may be at least partially
integrated.

Reference is made to FIGS. 1a-1d, which are block dia-
grams illustrating example networks in which operations for
monitoring and reporting network application performance
may be performed according to some embodiments of the
present invention.

Computing Network

Referring to FIG. 1a, a network 10 according to some
embodiments herein may include a health data processing
application 100 and a plurality of network devices 20, 24, and
26 that may each include respective collector applications
200. It is to be understood that a “network device” as dis-
cussed herein may include physical (as opposed to virtual)
machines 20; host machines 24, each of which may be a
physical machine on which one or more virtual machines may
execute; and/or virtual machines 26 executing on host
machines 24. It is to be further understood that an “applica-
tion” as discussed herein refers to an instance of executable
software operable to execute on respective ones of the net-
work devices. The terms “application” and “network appli-
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cation” may be used interchangeably herein, regardless of
whether the referenced application is operable to access net-
work resources.

Collector applications 200 may collect data related to the
performance of network applications executing on respective
network devices. For instance, a collector application execut-
ing on a physical machine may collect performance data
related to network applications executing on that physical
machine. A collector application executing on a host machine
and external to any virtual machines hosted by that host
machine may collect performance data related to network
applications executing on that host machine, while a collector
application executing on a virtual machine may collect per-
formance data related to network applications executing
within that virtual machine.

The health data processing application 100 may be on a
network device that exists within the network 10 or on an
external device that is coupled to the network 10. Accord-
ingly, in some embodiments, the network device on which the
health data processing application 100 may reside may be one
of the plurality of machines 20 or 24 or virtual machines 26.
Communications between various ones of the network
devices may be accomplished using one or more communi-
cations and/or network protocols that may provide a set of
standard rules for data representation, signaling, authentica-
tion and/or error detection that may be used to send informa-
tion over communications channels therebetween. In some
embodiments, example network protocols may include
Hypertext Transfer Protocol (HTTP), Tabular Data Stream
(TDS), and/or Lightweight Directory Access Protocol
(LDAP), among others.

Referring to FIG. 15, an example network 10 may include
a web server 12, one or more application servers 14 and one
or more database servers 16. Although not illustrated, a net-
work 10 as used herein may include directory servers, secu-
rity servers, and/or transaction monitors, among others. The
web server 12 may be a computer and/or a computer program
that is responsible for accepting HTTP requests from clients
18 (e.g., user agents such as web browsers) and serving them
HTTP responses along with optional data content, which may
be, for example, web pages such as HTML documents and
linked objects (images, etc.). An application server 14 may
include a service, hardware, and/or software framework that
may be operable to provide one or more programming appli-
cations to clients in a network. Application servers 14 may be
coupled to one or more web servers 12, database servers 16,
and/or other application servers 14, among others. Some
embodiments provide that a database server 16 may include a
computer and/or a computer program that provides database
services to other computer programs and/or computers as
may be defined, for example by a client-server model, among
others. In some embodiments, database management systems
may provide database server functionality.

Some embodiments provide that the collector applications
200 and the health data processing application 100 described
above with respect to FIG. 1a may reside on ones of the web
server(s) 12, application servers 14 and/or database servers
16, among others. In some embodiments, the health data
processing application 100 may reside in a dedicated com-
puting device that is coupled to the network 10. The collector
applications 200 may reside on one, some or all of the above
listed network devices and provide network application per-
formance data to the health data processing application 100.

Computing Device

Web server(s) 12, application servers 14 and/or database
servers 16 may be deployed as and/or executed on any type
and form of computing device, such as a computer, network
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device, or appliance capable of communicating on any type
and form of network and performing the operations described
herein. FIGS. 1c and 1d depict block diagrams of a computing
device 121 wuseful for practicing some embodiments
described herein. Referring to FIGS. 1¢ and 14, a computing
device 121 may include a central processing unit 101 and a
main memory unit 122. A computing device 121 may include
avisual display device 124, a keyboard 126, and/or a pointing
device 127, such as a mouse. Each computing device 121 may
also include additional optional elements, such as one or more
input/output devices 130a-1305 (generally referred to using
reference numeral 130), and a cache memory 140 in commu-
nication with the central processing unit 101.

The central processing unit 101 is any logic circuitry that
responds to and processes instructions fetched from the main
memory unit 122. In many embodiments, the central process-
ing unit 101 is provided by a microprocessor unit, such as:
those manufactured by Intel Corporation of Mountain View,
Calif.; those manufactured by Motorola Corporation of
Schaumburg, I11.; the POWER processor, those manufactured
by International Business Machines of White Plains, N.Y.;
and/or those manufactured by Advanced Micro Devices of
Sunnyvale, Calif. The computing device 121 may be based on
any of these processors, and/or any other processor capable of
operating as described herein.

Main memory unit 122 may be one or more memory chips
capable of storing data and allowing any storage location to
bedirectly accessed by the microprocessor 101, such as Static
random access memory (SRAM), Burst SRAM or Synch-
Burst SRAM (BSRAM), Dynamic random access memory
(DRAM), Fast Page Mode DRAM (FPM DRAM), Enhanced
DRAM (EDRAM), Extended Data Output RAM (EDO
RAM), Extended Data Output DRAM (EDO DRAM), Burst
Extended Data Output DRAM (BEDO DRAM), Enhanced
DRAM (EDRAM), synchronous DRAM (SDRAM), JEDEC
SRAM, PC100 SDRAM, Double Data Rate SDRAM (DDR
SDRAM), Enhanced SDRAM (ESDRAM), SyncLink
DRAM (SLDRAM), Direct Rambus DRAM (DRDRAM), or
Ferroelectric RAM (FRAM), among others. The main
memory 122 may be based on any of the above described
memory chips, or any other available memory chips capable
of operating as described herein. In some embodiments, the
processor 101 communicates with main memory 122 via a
system bus 150 (described in more detail below). In some
embodiments of a computing device 121, the processor 101
may communicate directly with main memory 122 via a
memory port 103. Some embodiments provide that the main
memory 122 may be DRDRAM.

FIG. 1d depicts some embodiments in which the main
processor 101 communicates directly with cache memory
140 via a secondary bus, sometimes referred to as a backside
bus. In some other embodiments, the main processor 101 may
communicate with cache memory 140 using the system bus
150. Cache memory 140 typically has a faster response time
than main memory 122 and may be typically provided by
SRAM, BSRAM, or EDRAM. In some embodiments, the
processor 101 communicates with various I/O devices 130
via a local system bus 150. Various busses may be used to
connect the central processing unit 101 to any of the /O
devices 130, including a VESA VL bus, an ISA bus, an EISA
bus, a MicroChannel Architecture (MCA) bus, a PCI bus, a
PCI-X bus, a PCI-Express bus, and/or a NuBus, among oth-
ers. For embodiments in which the I/O device is a video
display 124, the processor 101 may use an Advanced Graph-
ics Port (AGP) to communicate with the display 124. FIG. 14
depicts some embodiments of a computer 100 in which the
main processor 101 communicates directly with 1/O device
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130 via HyperTransport, Rapid I/O, or InfiniBand. FIG. 14
also depicts some embodiments in which local busses and
direct communication are mixed: the processor 101 commu-
nicates with I/O device 130a using a local interconnect bus
while communicating with /O device 1305 directly.

The computing device 121 may support any suitable instal-
lation device 116, such as a floppy disk drive for receiving
floppy disks such as 3.5-inch, 5.25-inch disks, or ZIP disks, a
CD-ROM drive, a CD-R/RW drive, a DVD-ROM drive, tape
drives of various formats, USB device, hard disk drive
(HDD), solid-state drive (SSD), or any other device suitable
for installing software and programs such as any client agent
120, or portion thereof. The computing device 121 may fur-
ther comprise a storage device 128, such as one or more hard
disk drives or solid-state drives or redundant arrays of inde-
pendent disks, for storing an operating system and other
related software, and for storing application software pro-
grams such as any program related to the client agent 120.
Optionally, any of the installation devices 116 could also be
used as the storage device 128. Additionally, the operating
system and the software can be run from a bootable medium,
for example, a bootable CD, such as KNOPPIX®, a bootable
CD for GNU/Linux that is available as a GNU/Linux distri-
bution from knoppix.net.

Furthermore, the computing device 121 may include a
network interface 118 to interface to a Local Area Network
(LAN), Wide Area Network (WAN) or the Internet through a
variety of connections including, but not limited to, standard
telephone lines, LAN or WAN links (e.g., T1, T3, 56 kb,
X.25), broadband connections (e.g., ISDN, Frame Relay,
ATM), wireless connections (e.g., IEEE 802.11), or some
combination of any or all of the above. The network interface
118 may comprise a built-in network adapter, network inter-
face card, PCMCIA network card, card bus network adapter,
wireless network adapter, USB network adapter, modem, or
any other device suitable for interfacing the computing device
121 to any type of network capable of communication and
performing the operations described herein. A wide variety of
1/0 devices 130a-130z may be present in the computing
device 121. Input devices include keyboards, mice, track-
pads, trackballs, microphones, and drawing tablets, among
others. Output devices include video displays, speakers, ink-
jet printers, laser printers, and dye-sublimation printers,
among others. The I/O devices 130 may be controlled by an
1/O controller 123 as shown in FIG. 1c. The /O controller
may control one or more I/O devices such as a keyboard 126
and a pointing device 127, e.g., a mouse or optical pen.
Furthermore, an I/O device may also provide storage 128
and/or an installation medium 116 for the computing device
121. In still other embodiments, the computing device 121
may provide USB connections to receive handheld USB stor-
age devices such USB flash drives.

In some embodiments, the computing device 121 may
comprise or be connected to multiple display devices 124a-
124n, which each may be of the same or different type and/or
form. As such, any of the 1/O devices 130a-130% and/or the
1/O controller 123 may comprise any type and/or form of
suitable hardware, software, or combination of hardware and
software to support, enable, or provide for the connection and
use of multiple display devices 124a-124r by the computing
device 121. For example, the computing device 121 may
include any type and/or form of video adapter, video card,
driver, and/or library to interface, communicate, connect or
otherwise use the display devices 124a¢-124n. In some
embodiments, a video adapter may comprise multiple con-
nectors to interface to multiple display devices 124a-124n. In
some other embodiments, the computing device 121 may
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include multiple video adapters, with each video adapter con-
nected to one or more of the display devices 124a-1247. In
some embodiments, any portion of the operating system of
the computing device 121 may be configured for using mul-
tiple displays 124a-124#. In some embodiments, one or more
of'the display devices 124a-124» may be provided by one or
more other computing devices connected to the computing
device 121, for example, via a network. Such embodiments
may include any type of software designed and constructed to
use another computer’s display device as a second display
device 124a for the computing device 121. One ordinarily
skilled in the art will recognize and appreciate the various
ways and embodiments that a computing device 121 may be
configured to have multiple display devices 124a-124n.

In further embodiments, an I/0 device 130 may be a bridge
170 between the system bus 150 and an external communi-
cation bus, such as a USB bus, an Apple Desktop Bus, an
RS-232 serial connection, a SCSI bus, a FireWire bus, a
FireWire 800 bus, an Ethernet bus, an AppleTalk bus, a Giga-
bit Ethernet bus, an Asynchronous Transfer Mode bus, a
HIPPI bus, a Super HIPPI bus, a SerialPlus bus, a SCI/LAMP
bus, a FibreChannel bus, and/or a Serial Attached small com-
puter system interface bus, among others.

A computing device 121 of the sort depicted in FIGS. 1¢
and 1d may typically operate under the control of operating
systems, which control scheduling of tasks and access to
system resources. The computing device 121 can be running
any operating system such as any of the versions of the
Microsoft® Windows operating systems, any of the different
releases ofthe Unix and Linux operating systems, any version
of the Mac OS® for Macintosh computers, any embedded
operating system, any real-time operating system, any open
source operating system, any proprietary operating system,
any operating systems for mobile computing devices, and/or
any other operating system capable of running on a comput-
ing device and performing the operations described herein.
Typical operating systems include: WINDOWS 3.x, WIN-
DOWS 95, WINDOWS 98, WINDOWS 2000, WINDOWS
NT 3.51, WINDOWS NT 4.0, WINDOWS CE, WINDOWS
XP, WINDOWS VISTA, WINDOWS 7.0, WINDOWS
SERVER 2003, and/or WINDOWS SERVER 2008, all of
which are manufactured by Microsoft Corporation of Red-
mond, Wash.; MacOS, manufactured by Apple Computer of
Cupertino, Calif.; OS/2, manufactured by International Busi-
ness Machines of Armonk, N.Y.; and Linux, a freely-avail-
able operating system distributed by Red Hat of Raleigh,
N.C., among others, or any type and/or form of a Unix oper-
ating system, among others.

In some embodiments, the computing device 121 may have
different processors, operating systems, and input devices
consistent with the device. For example, in one embodiment
the computing device 121 isa Treo 180,270, 1060, 600 or 650
smart phone manufactured by Palm, Inc. In this embodiment,
the Treo smart phone is operated under the control of the
PalmOS operating system and includes a stylus input device
as well as a five-way navigator device. Moreover, the com-
puting device 121 can be any workstation, desktop computer,
laptop, or notebook computer, server, handheld computer,
mobile telephone, any other computer, or other form of com-
puting or telecommunications device that is capable of com-
munication and that has sufficient processor power and
memory capacity to perform the operations described herein.

Architecture

Reference is now made to FIG. 2, which is a block diagram
illustrating an architecture of a computing device 121 as
discussed above regarding FIGS. 1¢ and 14. The architecture
of'the computing device 121 is provided by way of illustration
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only and is not intended to be limiting. The architecture of
computing device 121 may include a hardware layer 206 and
a software layer divided into a user space 202 and a kernel
space 204.

Hardware layer 206 may provide the hardware elements
upon which programs and services within kernel space 204
and user space 202 are executed. Hardware layer 206 also
provides the structures and elements that allow programs and
services within kernel space 204 and user space 202 to com-
municate data both internally and externally with respect to
computing device 121. The hardware layer 206 may include
a processing unit 262 for executing software programs and
services, a memory 264 for storing software and data, and
network ports 266 for transmitting and receiving data over a
network. Additionally, the hardware layer 206 may include
multiple processors for the processing unit 262. For example,
in some embodiments, the computing device 121 may include
a first processor 262 and a second processor 262'. In some
embodiments, the processor 262 or 262' includes a multi-core
processor. The processor 262 may include any of the proces-
sors 101 described above in connection with FIGS. 1c and 14.

Although the hardware layer 206 of computing device 121
is illustrated with certain elements in FIG. 2, the hardware
portions or components of computing device 121 may
include any type and form of elements, hardware or software,
of a computing device, such as the computing device 121
illustrated and discussed herein in conjunction with FIGS. 1¢
and 1d. In some embodiments, the computing device 121 may
comprise a server, gateway, router, switch, bridge, or other
type of computing or network device, and have any hardware
and/or software elements associated therewith.

The operating system of computing device 121 allocates,
manages, or otherwise segregates the available system
memory into kernel space 204 and user space 202. As dis-
cussed above, in the example software architecture, the oper-
ating system may be any type and/or form of various ones of
different operating systems capable of running on the com-
puting device 121 and performing the operations described
herein.

The kernel space 204 may be reserved for running the
kernel 230, including any device drivers, kernel extensions,
and/or other kernel related software. As known to those
skilled in the art, the kernel 230 is the core of the operating
system, and provides access, control, and management of
resources and hardware-related elements of the applications.
In accordance with some embodiments of the computing
device 121, the kernel space 204 also includes a number of
network services or processes working in conjunction with a
cache manager sometimes also referred to as the integrated
cache. Additionally, some embodiments of the kernel 230
will depend on embodiments of the operating system
installed, configured, or otherwise used by the device 121.

In some embodiments, the device 121 includes one net-
work stack 267, such as a TCP/IP based stack, for communi-
cating with a client and/or a server. In other embodiments, the
device 121 may include multiple network stacks. In some
embodiments, the network stack 267 includes a buffer 243 for
queuing one or more network packets for transmission by the
computing device 121.

As shown in FIG. 2, the kernel space 204 includes a high-
speed layer 2-7 integrated packet engine 240 and a policy
engine 236. Running packet engine 240 and/or policy engine
236 in kernel space 204 or kernel mode instead of the user
space 202 improves the performance of each of these com-
ponents, alone and in combination. Kernel operation means
that packet engine 240 and/or policy engine 236 run in the
core address space of the operating system of the device 121.
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For example, data obtained in kernel mode may not need to be
passed or copied to a process or thread running in user mode,
such as from a kernel level data structure to a user level data
structure. In this regard, such data may be difficult to deter-
mine for purposes of network application performance moni-
toring. In another aspect, the number of context switches
between kernel mode and user mode are also reduced. Addi-
tionally, synchronization of and communications between
packet engine 240 and/or policy engine 236 can be performed
more efficiently in the kernel space 204.

In some embodiments, any portion of the packet engine
240 and/or policy engine 236 may run or operate in the kernel
space 204, while other portions of packet engine 240 and/or
policy engine 236 may run or operate in user space 202. In
some embodiments, the computing device 121 uses a kernel-
level data structure providing access to any portion of one or
more network packets, for example, a network packet com-
prising a request from a client or a response from a server. In
some embodiments, the kernel-level data structure may be
obtained by the packet engine 240 via a transport layer driver
interface (TDI) or filter to the network stack 267. The kernel-
level data structure may include any interface and/or data
accessible via the kernel space 204 related to the network
stack 267, network traffic, or packets received or transmitted
by the network stack 267. In some embodiments, the kernel-
level data structure may be used by packet engine 240 and/or
policy engine 236 to perform the desired operation of the
component or process. Some embodiments provide that
packet engine 240 and/or policy engine 236 is running in
kernel mode 204 when using the kernel-level data structure,
while in some other embodiments, the packet engine 240
and/or policy engine 236 is running in user mode when using
the kernel-level data structure. In some embodiments, the
kernel-level data structure may be copied or passed to a sec-
ond kernel-level data structure, or any desired user-level data
structure.

A policy engine 236 may include, for example, an intelli-
gent statistical engine or other programmable application(s).
In some embodiments, the policy engine 236 provides a con-
figuration mechanism to allow a user to identify, specify,
define or configure a caching policy. Policy engine 236, in
some embodiments, also has access to memory to support
data structures such as lookup tables or hash tables to enable
user-selected caching policy decisions. In some embodi-
ments, the policy engine 236 may include any logic, rules,
functions or operations to determine and provide access, con-
trol and management of objects, data or content being cached
by the computing device 121 in addition to access, control and
management of security, network traffic, network access,
compression, and/or any other function or operation per-
formed by the computing device 121.

High speed layer 2-7 integrated packet engine 240, also
generally referred to as a packet processing engine or packet
engine, is responsible for managing the kernel-level process-
ing of packets received and transmitted by computing device
121 via network ports 266. The high speed layer 2-7 inte-
grated packet engine 240 may include a buffer for queuing
one or more network packets during processing, such as for
receipt of a network packet or transmission of a network
packer. Additionally, the high speed layer 2-7 integrated
packet engine 240 is in communication with one or more
network stacks 267 to send and receive network packets via
network ports 266. The high speed layer 2-7 integrated packet
engine 240 may work in conjunction with policy engine 236.
In particular, policy engine 236 is configured to perform
functions related to traffic management such as request-level
content switching and request-level cache redirection.
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The high speed layer 2-7 integrated packet engine 240
includes a packet processing timer 242. In some embodi-
ments, the packet processing timer 242 provides one or more
time intervals to trigger the processing of incoming (i.e.,
received) or outgoing (i.e., transmitted) network packets. In
some embodiments, the high speed layer 2-7 integrated
packet engine 240 processes network packets responsive to
the timer 242. The packet processing timer 242 provides any
type and form of signal to the packet engine 240 to notify,
trigger, or communicate a time related event, interval or
occurrence. In many embodiments, the packet processing
timer 242 operates in the order of milliseconds, such as for
example 100 ms, 50 ms, or ms. For example, in some embodi-
ments, the packet processing timer 242 provides time inter-
vals or otherwise causes a network packet to be processed by
the high speed layer 2-7 integrated packet engine 240 at a 10
ms time interval, while in other embodiments, at a 5 ms time
interval, and still yet in further embodiments, as short as a 3,
2, or 1 ms time interval. The high speed layer 2-7 integrated
packet engine 240 may be interfaced, integrated and/or in
communication with the policy engine 236 during operation.
As such, any of the logic, functions, or operations of the
policy engine 236 may be performed responsive to the packet
processing timer 242 and/or the packet engine 240. There-
fore, any of the logic, functions, and/or operations of the
policy engine 236 may be performed at the granularity of time
intervals provided via the packet processing timer 242, for
example, at a time interval of less than or equal to 10 ms.

In contrast to kernel space 204, user space 202 is the
memory area or portion of the operating system used by user
mode applications or programs otherwise running in user
mode. Generally, a user mode application may not access
kernel space 204 directly, and instead must use service calls in
orderto access kernel services. As shown in FIG. 2, user space
202 of computing device 121 includes a graphical user inter-
face (GUI) 210, a command line interface (CLI) 212, shell
services 214, and daemon services 218. Using GUI 210 and/
or CLI 212, a system administrator or other user may interact
with and control the operation of computing device 121. The
GUI 210 may be any type and form of graphical user interface
and may be presented via text, graphical or otherwise, by any
type of program or application, such as a browser. The CLI
212 may be any type and form of command line or text-based
interface, such as a command line provided by the operating
system. For example, the CLI 212 may comprise a shell,
which is a tool to enable users to interact with the operating
system. In some embodiments, the CLI 212 may be provided
via a bash, csh, tcsh, and/or ksh type shell. The shell services
214 may include the programs, services, tasks, processes
and/or executable instructions to support interaction with the
computing device 121 or operating system by a user via the
GUI 210 and/or CLI 212.

Daemon services 218 are programs that run continuously
or in the background and handle periodic service requests
received by computing device 121. In some embodiments, a
daemon service may forward the requests to other programs
or processes, such as another daemon service 218 as appro-
priate. As known to those skilled in the art, a daemon service
218 may run unattended to perform continuous and/or peri-
odic system wide functions, such as network control, or to
perform any desired task. In some embodiments, one or more
daemon services 218 run in the user space 202, while in other
embodiments, one or more daemon services 218 run in the
kernel space.

Collector Application

Reference is now made to FIG. 3, which is a block diagram

illustrating operations and/or functions of a collector appli-
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cation 200 as described above regarding FIG. 1a. The collec-
tor application 200 includes a kernel space module 310 and a
user space module 320. The kernel space module 310 may
generally operate to intercept network activities as they occur.
Some embodiments provide that the kernel space module 310
may use a kernel mode interface in the operating system, such
as, for example, Microsoft Windows transport data interface
(TDI). The kernel space module 310 may include a TDI filter
314 that is configured to monitor and/or intercept interactions
between applications. Additionally, some embodiments pro-
vide that the kernel space module 310 may include an ancil-
lary functions driver (AFD) filter 312 that is configured to
intercept read operations and the time of their duration. Some
operating systems may include a kernel mode driver other
than the AFD. In this regard, operations described herein may
be used with other such kernel mode drivers to intercept
application operational data.

The raw data related to the occurrence of and attributes of
transactions between network applications may be generally
referred to as “performance data” The raw data may have
value for diagnosing network application performance issues
and/or for identifying and understanding the structure of the
network applications. The measurements or aggregations of
performance data may be generally referred to as “metrics” or
“performance metrics”” Performance data and the metrics
generated therefrom may be temporally relevant (in other
words, the performance data and the metrics may be directly
related to and/or indicative of the health of the network at the
time the performance data is collected). Performance data
may be collected, and metrics based thereon may be gener-
ated, on a client side and/or a server side of an interaction.
Some embodiments provide that performance data is col-
lected in substantially real-time. In this context, “substan-
tially real-time” means that performance data is collected
immediately subsequent to the occurrence of the related net-
work activity, subject to the delays inherent in the operation of
the computing device and/or the network and in the method of
collection. The performance data collected and/or the metrics
generated may correspond to a predefined time interval. For
example, a time interval may be defined according to the
dynamics of the network and may include example period
lengths of less than 1, 1, 5, 10, 15, 20, 30, and/or 60, seconds,
among others.

Example client side metrics may be aggregated according
to one or more applications or processes. For example, the
client side metrics may be aggregated according to destina-
tion address, port number, and a local process identifier (PID).
A PID may be a number used by some operating system
kernels to uniquely identify a process. This number may be
used as a parameter in various function calls allowing pro-
cesses to be manipulated, such as adjusting the process’s
priority and/or terminating the process. In this manner, mul-
tiple connections from the same application or process to the
same remote service may be aggregated.

Similarly, server side metrics may be aggregated according
to the same application or service regardless of the client. For
example, some embodiments provide that server side metrics
may be aggregated according to local address, port number,
and PID. Respective ones of the client side and server side
metrics may be collected from the kernel space and/or user
space.

The kernel space module 310 may include a kernel events
sender 316 that is configured to receive performance data
from the AFD filter 312 and/or the TDI filter 314, and gener-
ate metrics based on the performance data for receipt by a
kernel events receiver 322 in the user space module 320. In
the user space module 320, metrics data received by the
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kernel event receiver 322 may be processed by a reverse
domain name system (DNS) resolver 325 to map an observed
network address to a more user-friendly DNS name. Addi-
tionally, metrics data received by the kernel events receiver
322 may be used by a process resolver 326 to determine the
processes and/or applications corresponding to the collected
kernel metrics data.

The user space module 320 may include a machine infor-
mation collector 324 that is operable to determine static
machine information, such as, for example, CPU speed,
memory capacity, and/or operating system version, among
others. As the performance data is collected corresponding to
applications and/or processes, the machine information may
be non-correlative relative to the applications and/or pro-
cesses. The user space module 320 may include a process data
collector 328 that collects data corresponding to the processes
and/or applications determined in the process resolver 326. A
machine performance data collector 330 may collect machine
specific performance data. Examples of machine data may
include information about resource utilization such as the
amount of memory in use and/or the percentage of available
CPU time consumed. The user space module 320 may include
an event dispatcher 332 that is configured to receive the
machine information, resolved DNS information, process
identification, process data, and/or machine data, and to gen-
erate events incorporating the aggregated metrics data for
dispatch to a health data processor application 100 that is
operable to receive aggregated metrics data from multiple
collectors 200.

Some embodiments provide that the performance data col-
lected and/or metrics generated may be diagnostically
equivalent and, thus, may be aggregated into a single event.
The identification process may depend on which application
initiates a network connection and which end of the connec-
tion is represented by a current collector application host.

Kernel level metrics may generally include data corre-
sponding to read operations that are in progress. For example,
reference is now made to FIG. 4, which is a diagram illustrat-
ing determining a read wait time corresponding to a user
transaction according to some embodiments of the present
invention. A user transaction between a client 401 and a
server 402 are initiated when the client 401 sends a write
request at time T1 to the server 402. The server 402 completes
reading the request at time T2 and responds to the request at
time T3 and the client 401 receives the response from the
server 402 at time T4. A kernel metric that may be determined
is the amount of time spent between beginning a read opera-
tion and completing the read operation. In this regard, client
measured server response time 410 is the elapsed time
between when the request is sent (T1) and when a response to
the request is read (T4) by the client. Accordingly, the client
measured server response time 410 may be determined as
T4-T1. The server 402 may determine a server measured
server response time 412 that is the elapsed time between
when the request is read (T2) by the server 402 and when the
response to the request is sent (T3) by the server 402 to the
client 401. Accordingly, the server measured server response
time 412 may be determined as T3-T2.

As the application response is measured in terms of
inbound and outbound packets, the application response time
may be determined in an application agnostic manner.

Additionally, another metric that may be determined is the
read wait time 414, which is the elapsed time between when
the client 401 is ready to read a response to the request T5 and
when the response to the request is actually read T4. In some
embodiments, the read wait time may represent a portion of
the client measured server response time 410 that may be
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improved upon by improving performance of the server 402.
Further, the difference between the client measured server
response time 410 and the server measured server response
time 412 may be used to determine the total transmission time
of the data between the client 401 and the server 402. Some
embodiments provide that the values may not be determined
until a read completes. In this regard, pending reads may not
be included in this metric. Further, as a practical matter,
higher and/or increasing read time metrics discussed above
may be indicative of a slow and/or poor performing server
402 and/or protocol where at least some messages originate
unsolicited at the server 402.

Other read metrics that may be determined include the
number of pending reads. For example, the number of read
operations that have begun but are not yet completed may be
used to detect high concurrency. In this regard, high and/or
increasing numbers of pending read operations may indicate
that a server 402 is not keeping up with the workload. Some
embodiments provide that the total number of reads may
include reads that began at a time before the most recent
aggregated time period.

Additionally, some embodiments provide that the number
of reads that were completed during the last time period may
be determined. An average of read wait time per read may be
generated by dividing the total read wait time, corresponding
to a sum of all of the T4-T5 values during the time period, by
the number of completed reads in that period.

In some embodiments, the number of stalled reads may be
determined as the number of pending reads that began earlier
than a predefined threshold. For example, a predefined thresh-
old of 60 seconds may provide that the number of pending
read operations that began more than 60 seconds ago are
identified as stalled read operations. Typically, any value
greater than zero may be undesirable and/or may be indicative
of a server-initiated protocol. Some embodiments may also
determine the number of bytes sent/received on a connection.

The number of completed responses may be estimated as
the number of times a client-to-server message (commonly
interpreted as a request) was followed by a server-to-client
message (commonly interpreted as a response). Some
embodiments provide that this may be measured by both the
server and the client connections. In some embodiments, this
may be the same as the number of completed reads for a given
connection. Additionally, a total response time may be esti-
mated as the total time spent in request-to-response pairs.

Reference is now made to FIG. 5, which is a block diagram
illustrating a kernel level architecture of a collector applica-
tion 200 to explain kernel level metrics according to some
embodiments of the present invention. As discussed above,
regarding FIG. 3, the collector may use a TDI filter 314 and an
AFD filter 312. The AFD filter 312 may intercept network
activity from user space processes that use a library defined in
a standard interface between a client application and an
underlying protocol stack in the kernel.

The TDI filter 314 may operate on a lower layer of the
kernel and can intercept all network activity. As the amount of
information available at AFD filter 312 and TDI filter 314 is
different, the performance data that may be collected and the
metrics that may be generated using each may also be differ-
ent. For example, the AFD filter 312 may collect AFD per-
formance data and generate AFD metrics that include total
read wait time, number of completed reads, number of pend-
ing reads and number of stalled reads, among others. The TDI
filter may collect TDI performance data and generate TDI
metrics including total bytes sent, total bytes received, total
response time and the number of responses from the server.
Depending on the architecture of a target application, the
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AFD metrics for client-side connections may or may not be
available. In this regard, if the application uses the standard
interface, the collector may report non-zero AFD metrics.
Otherwise, all AFD metrics may not be reported or may be
reported as zero.

Some embodiments provide that kernel level metrics may
be generated corresponding to specific events. Events may
include read wait metrics that may include client side metrics
such as total read wait time, number of completed reads,
number of pending reads, number of stalled reads, bytes sent,
bytes received, total response time, and/or number of
responses, among others. Events may further include server
response metrics such as bytes sent, bytes received, total
response time and/or number of responses, among others.

In addition to the kernel metrics discussed above, the col-
lector 200 may also generate user level metrics. Such user
level metrics may include, but are not limited to aggregate
CPU percentage (representing the percentage of CPU time
across all cores), aggregate memory percentage (i.e., the per-
centage of physical memory in use by a process and/or all
processes), and/or total network bytes sent/received on all
network interfaces, among others. User level metrics may
include, but are not limited to, the number of page faults (the
number of times any process tries to read from or write to a
page that was not in its resident in memory), the number of
pages input (i.e., the number of times any process tried to read
a page that had to be read from disk), and/or the number of
pages output (representing the number of pages that were
evicted by the operating system memory manager because it
was low on physical memory), among others. User level
metrics may include, but are not limited to, a queue length
(the number of outstanding read or write requests at the time
the metric was requested), the number of bytes read from
and/or written to a logical disk in the last time period, the
number of completed read/write requests on a logical disk in
the last time period, and/or total read/write wait times (cor-
responding to the number of milliseconds spent waiting for
read/write requests on a logical disk in the last time interval),
among others.

Further, some additional metrics may be generated using
data from external application programming interfaces. Such
metrics may include, for example: the amount of memory
currently in use by a machine memory control driver; CPU
usage expressed as a percentage; memory currently used as a
percentage of total memory; and/or total network bytes sent/
received, among others.

In some embodiments, events may be generated responsive
to certain occurrences in the network. For example events
may be generated: when a connection, such as a TCP connec-
tion, is established from or to a machine; when a connection
was established in the past and the collector application 200
first connects to the health data processing application 100;
and/or when a connection originating from the current
machine was attempted but failed due to timeout, refusal, or
because the network was unreachable. Events may be gener-
ated when a connection is terminated; when a local server
process is listening on a port; when a local server process
began listening on a port in the past and the collector appli-
cation 200 first connects to the health data processing appli-
cation 100; and/or when a local server process ceases to listen
on a port. Events may be generated if local network interfaces
have changed and/or if a known type of event occurs but some
fields are unknown. Events may include a description of the
static properties of a machine when a collector application
200 first connects to a health data processing application 100;
process information data when a process generates its first
network-related event; and/or information about physical
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disks and logical disks when a collector application 200 first
connects to a health data processing application 100.

Some embodiments provide that the different link events
may include different data types corresponding to the type of
information related thereto. For example, data strings may be
used for a type description of an event. Other types of data
may include integer, bytes and/or Boolean, among others.

In some embodiments, the events generated by collector
application 200 for dispatch to heath data processing appli-
cation 100 may incorporate metrics related to network struc-
ture, network health, computational resource health, virtual
machine structure, virtual machine health, and/or process
identification, among others. Metrics related to network
structure may include data identifying the network device on
which collector application 200 is executing, or data related
to the existence, establishment, or termination of network
links, or the existence of bound ports or the binding or unbind-
ing of ports. Metrics pertinent to network health may include
data related to pending, completed, and stalled reads, bytes
transferred, and response times, from the perspective of the
client and/or the server side. Metrics related to computational
resource health may include data regarding the performance
of the network device on which collector application 200 is
executing, such as processing and memory usage. Metrics
related to virtual machine structure may include data identi-
fying the physical host machine on which collector applica-
tion 200 is executing, and/or data identifying the virtual
machines executing on the physical host machine. Metrics
pertinent to virtual machine health may include regarding the
performance of the host machine and/or the virtual machines
executing on the host machine, such as processing and
memory usage as determined from the perspective of the host
machine and/or the virtual machines. Finally, metrics related
to process identification may include data identifying indi-
vidual processes executing on a network device.

Reference is made to FIG. 6, which illustrates example
operations that may be carried out by collector application
200 in monitoring and reporting network application perfor-
mance according to some embodiments of the present inven-
tion. At block 600, collector application 200 establishes
hooks on a networked device to an internal network protocol
kernel interface utilized by the operating system of the net-
worked device. In some embodiments, these hooks may
include, for instance, a TDI filter, Collector application 200
also establishes hooks to an application oriented system call
interface to a transport network stack. The hooks may
include, in some embodiments, an AFD filter. Collector appli-
cation 200 collects, via the established hooks, performance
data corresponding to at least one network application run-
ning on the networked device (block 602). At block 604,
kernel level and user level metrics are generated based on the
collected performance data. The generated metrics may pro-
vide an indication of the occurrence of an interaction (e.g.,
establishment of a network link), or may provide measure-
ments of, for instance, a count of some attribute of the col-
lected performance data (e.g., number of completed reads) or
a summation of some attribute of the collected performance
data (e.g., total read attempts). The kernel level and user level
metrics are aggregated by application—e.g., by aggregating
metrics associated with the same IP address, local port, and
process ID (block 606). Atblock 608, the kernel level and user
level metrics generated within a specified time interval are
aggregated. For instance, in some embodiments, metrics gen-
erated within the most recent 15-second time interval are
aggregated.

At block 610, redundant data is removed from the aggre-
gated metrics, and inconsistent data therein is reconciled.
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Redundant data may include, for instance, functionally
equivalent data received from both the TDI and AFD filters.
Collector application 200 performs a reverse DNS lookup to
determine the DNS name associated with IP addresses refer-
enced in the generated kernel level and user level metrics
(block 612). Finally, at block 614, an event is generated,
incorporating the kernel level and user level metrics and the
determined DNS name(s). The generated event may be sub-
sequently transmitted to health data processing application
100 for incorporation into a model of network health status.

Installation without Interruption

In some embodiments, the collector application 200 may
be installed into a machine of interest without requiring a
reboot of the machine. This may be particularly useful in the
context of a continuously operable system, process and/or
operation as may be frequently found in manufacturing envi-
ronments, among others. As the collector operations interface
with the kernel, and more specifically, the protocol stack,
installation without rebooting may include intercepting
requests coming in and out of the kernel using the TDI filter.
Some embodiments include determining dynamically critical
offsets in potentially undocumented data structures. Such
offsets may be used in intercepting network activity for ports
and connections that exist prior to an installation of the col-
lector application 200. For example, such previously existing
ports and connections may be referred to as the extant state of
the machine.

Some embodiments provide that intercepting the stack data
may include overwriting the existing stack function tables
with pointers and/or memory addresses that redirect the
request through the collector filter and then to the intended
function. In some embodiments, the existing stack function
tables may be overwritten atomically in that the overwriting
may occur at the smallest indivisible data level. Each entry in
a function table may generally include a function pointer and
a corresponding argument. However, only one of these entries
(either the function or the argument) can be overwritten at one
time. Thus, intercepting function calls may rely on two con-
secutive overwrites of the stack data corresponding to the
function and corresponding argument. In some embodiments,
there is no means for protecting from an intervening operation
between overwriting one of the function and argument and
overwriting the other one of them. In this regard, system
stability may be at risk from two attempted consecutive over-
writes.

As the consecutive overwrites of intercepting function
calls may place the machine at risk of instability, a dynamic
overwriting operation may be used. Specifically, a separate
data structure is provided that includes a pointer to the origi-
nal function, its original argument and dynamically generated
code to call a filter in the collector application 200. The
address of this data structure may be used to atomically over-
write the original function pointer in a single operation. The
collector collects the data and then calls the original function
corresponding to the overwritten stack data to perform its
intended purpose. In this manner, the original behavior of the
machine is preserved and the collector application collects
the relevant data without rebooting the machine and/or plac-
ing the machine at risk of instability.

Some embodiments may include identifying the poten-
tially undocumented data structures representing bound ports
and network connections. For example, TDI objects (connec-
tions and bound ports) created prior to the installation of the
collector application 200 may be determined by first enumer-
ating all objects identified in a system. Each of the enumer-
ated objects may be tagged with an identifier corresponding
to its sub-system. A request corresponding to a known TDI
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objectis created and sent for processing. The type codes of the
enumerated objects are compared to those of the known TDI
object to determine which of the objects are ports and which
of the objects are connections. The enumerated objects may
then be filtered as either connections or ports.

In some embodiments, this may be accomplished using an
in-kernel thread. The thread may monitor network connec-
tions having restricted visibility and may detect when a moni-
tored connection no longer exists. Connections may be added
dynamically to the monitored list as needed.

Some embodiments provide that events may be generated
to indicate that visibility into network events may be incom-
plete. For example, information may be missing correspond-
ing to an active process, the state of a known connection,
and/or missing information regarding network activity. In this
manner, depending on conditions, a custom event can be
transmitted to indicate what type of information is missing
and what process may be responsible for that information.

Health Data Processing Application

In some embodiments, the health data processing applica-
tion 100 may be operable to receive, from at least one collec-
tor application 200, network activity data corresponding to
network activity of the applications on the network device on
which the collector application 200 is installed. The health
data processing application 100 may combine the network
activity data received from the collector application 200 to
remove redundant portions thereof. In some embodiments,
the health data processing application 100 may archive the
received activity data in a persistent data store along with a
timestamp indicating when the activity data was collected
and/or received. The health data processing application 100
may generate a model that includes identified network appli-
cation components and their relatedness and/or links therebe-
tween. The generated model may be displayed via one or
more display devices such as, e.g., display devices 124a-124n
discussed in greater detail above.

In some embodiments, the health data processing applica-
tion 100 may be operable to combine network activity data
reported from multiple collector applications 200 to eliminate
redundancy and to address inconsistencies among data
reported by different collector applications 200. For example,
network data from multiple collector applications 200 may be
stitched together to create a consistent view of the health of
the network applications.

Some embodiments provide that the model may be a
graphical display of the network including application com-
ponents (machines, clients, processes, etc.) and the relation-
ships therebetween. In some embodiments, the model may be
generated as to reflect the real-time or near-real-time activity
of the network. It is to be understood that, in this context,
“near-real-time” may refer to activity occurring in the most
recent of a specified time interval for which activity data was
received. For instance, health data processing application 100
may receive from collector applications 200 aggregated
activity data corresponding to the most recent 15-second
interval of network operation, and, accordingly, the model of
near-real-time activity may reflect the activity of the network
as it existed during that most recent 15-second interval.

Some embodiments provide that the model may be gener-
ated to reflect an historical view of network activity data
corresponding to a specified time interval. The historical view
may be generated based on archived activity data retrieved
from a persistent data store and having a timestamp indicating
that the activity data was collected or received during the
specified time interval. In other embodiments, the model may
be dynamically updated to reflect new and/or lost network
collectors and/or network components. Further, graphs may
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be provided at each and/or selected network resource indica-
tors to show activity data over part of and/or all of the time
interval.

In some embodiments, a model may include sparklines to
provide quick access to trends of important metrics, process
and application views to provide different levels of system
detail, and/or model overlays to provide additional applica-
tion analysis. For example, visual feedback regarding the
contribution of a network link relative to a given criterion may
be provided. In this manner, hop by hop transaction data about
the health of applications can be provided. Additionally,
visual ranking of connections based on that criteria may be
provided. Bottleneck analysis based on estimated response
times may be provided to identify slow machines, applica-
tions, and/or processes, among others.

Some embodiments provide that health data processing
application 100 may be operable to infer the existence of
network devices and/or network applications for which no
activity data was received or on which no collector applica-
tion 200 is running, based on the identification of other net-
work devices and/or other network applications for which
activity data was received. For instance, activity data received
by health data processing application 100 may indicate that a
network link has been established between a local network
device running collector application 200 and a remote net-
work device that is not running collector application 200.
Because the activity data may include identifying informa-
tion for both the local and remote network devices, health data
processing application 100 may infer that the remote network
device exists, and incorporate the remote network device into
the generated model of network activity.

In other embodiments, health data processing application
100 may be operable to identify a network application based
on predefined telecommunications standards, such as, e.g.,
the port numbers list maintained by the Internet Assigned
Numbers Authority (IANA). Health data processing applica-
tion 100 may, for example, receive activity data indicating
that a process on a network device is bound to port 21. By
cross-referencing the indicated port number with the JANA
port numbers list, health data processing application 100 may
identify the process as an File Transfer Protocol (FTP) server,
and may include the identification in the generated model.

Reference is made to FIG. 7, which is a screen shot of a
graphical user interface (GUI) including a model generated
by a health data processing application according to some
embodiments of the present invention. The GUI 700 includes
a model portion 701 that illustrates representations of various
network applications and/or application components 702.
Such representations may include identifier fields 704 that are
operable to identify application and/or application compo-
nent addresses, ports, machines and/or networks. Connec-
tions 706 between network applications and/or application
components may be operable to convey additional informa-
tion via color, size and/or other graphical and/or text-based
information. A summary field 708 may be provided to illus-
trate summary information corresponding to one or more
applications and/or application components, among others. A
port identification portion 712 may be operable to show the
connections corresponding to and/or through a particular
port. The GUI 700 may include a system and/or network
navigation field 710, overlay selection field 714, and one or
more time interval and/or snapshot field(s) 716.

FIG. 8 is a flowchart illustrating example operations that
may be carried out by health data processing application 100
in generating and displaying a real-time model of network
application health according to some embodiments of the
present invention. At block 800, health data processing appli-
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cation 100 may receive activity data from a plurality of col-
lector applications 200 executing on respective ones of a
plurality of network devices. The received activity data cor-
responds to activities of a plurality of network applications
executing on respective ones of the plurality of networked
devices. At block 802, the received activity data is archived
along with a timestamp indicating when the activity data was
collected and/or received. As discussed in greater detail with
respect to FIG. 9, this archived data may allow health data
processing application 100 to generate and display an histori-
cal model of network application health during a specified
time interval. At block 804, the received activity data is com-
bined to remove redundant data and to reconcile inconsistent
data. At block 806, health data processing application 100
identifies the network applications executing on the respec-
tive ones of the plurality of networked devices, and ascertains
the relationships therebetween. The identification of the net-
work applications and the relationships therebetween may be
based on the received activity data, and may further be deter-
mined based on a correlation between the received activity
data and predefined industry standards, as discussed above.
At block 808, health data processing application 100 may
infer the existence of network applications for which no activ-
ity data was received, based on the identification of network
applications for which activity data was received. At block
810, a real-time model of network health status, including the
identified network applications and the relationships therebe-
tween, is generated, and the model is displayed at block 812.

FIG. 9 is a flowchart illustrating example operations car-
ried out by a health data processing application 100 in gen-
erating and displaying an historical model of network appli-
cation health according to some embodiments of the present
invention. At block 900, the activity data previously archived
at block 802 and corresponding to a specified time interval is
retrieved. The retrieved activity data is combined to remove
redundant data and reconcile inconsistent data at block 902.
At block 904, health data processing application 100 identi-
fies the network applications associated with the retrieved
activity data, and ascertains the relationships therebetween.
The identification of the network applications and the rela-
tionships therebetween may be based on the retrieved activity
data, and may further be determined based on correlation
between the retrieved activity data and industry standards. At
block 906, health data processing application 100 may infer
the existence of network applications for which no activity
data was retrieved, based on the identification of network
applications for which activity data was retrieved. At block
908, an historical model of network health status in the speci-
fied time interval, including the identified network applica-
tions and the relationships therebetween, is generated, and the
historical model is displayed at block 910.

Custom Protocol

Some embodiments provide that transferring the activity
data between the collector applications 200 and the health
data processing application 100 may be performed using a
compact, self-describing, linear buffer communications pro-
tocol. In some embodiments, the custom protocol uses a
common representation for monitoring information, com-
mands and configuration data. As the methods and systems
described herein are intended to monitor network perfor-
mance, the protocol may be operable to minimize the volume
of'information exchanged between the collector applications
200 and the health data processing application 100.

In some embodiments, the collector applications 200 are
operable to generate events in a streaming data format. Events
may be generated corresponding to the predefined monitoring
time period. Information provided corresponding to an event
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may include an event type, network resource identification
data including PID, remote identifiers, quantities and/or types
of data sent/received, and/or response time information,
among others. The protocol may include a banner portion that
may be established through a handshaking process that may
occur when a collector application 200 initially communi-
cates with the health data processing application 100. The
banner portion may define the data types and formats to be
transferred. In this manner, the protocol may be flexible by
virtue of the self-descriptive banner portion and may avoid
sending unused, unwanted or blank data fields.

Monitoring the Contents of Network Traffic in a Network
Device

As discussed above, collector application 200 may collect
raw data related to the occurrence and attributes of transac-
tions between network applications (i.e., “performance
data”), which may have value for diagnosing network appli-
cation performance issues and/or for identifying and under-
standing the structure of the network applications. Collector
application 200 may also generate events that provide mea-
surements or aggregations of performance data (i.e., “met-
rics” or “performance metrics”). However, some perfor-
mance issues, particularly those that occur sporadically, or
those for which identifying and/or recreating the circum-
stances leading to the performance issues is difficult, may be
challenging to diagnose using performance data and metrics.
In such scenarios, identification and analysis of transaction
data that is communicated between network applications and
that is contained within the raw network traffic data may
provide diagnostic value.

In some embodiments, therefore, collector application 200
may provide a method for parsing and optionally filtering
network traffic data to identify and extract transaction data
contained therein. FIG. 10 illustrates the architecture of an
example system providing network traffic data parsing and
filtering according to some embodiments of the present
invention. As detailed above with respect to FIG. 3, kernel
space module 310 in kernel space 204 is operative to intercept
packets of network traffic data, in substantially real-time, as
the data is sent by a network device and/or received by a
network device. In this context, “substantially real-time”
means that network traffic data is collected immediately sub-
sequent to the sending and/or receiving of the network traffic
data, subject to the delays inherent in the operation of the
computing device and/or the network and in the method of
collection.

Kernel space module 310 is communicatively coupled to
transactions virtual machine (TVM) 1000, which may be
consulted by kernel space module 310 with respect to each
packet of network traffic data to determine whether the packet
should be collected and sent for parsing. In some embodi-
ments, TVM 1000 may provide a compact and efficient byte-
code representation of a criteria predicate expression (for
example, a Boolean combination of individual predicates)
that defines the characteristics of network traffic data to be
collected. For instance, a criteria predicate may dictate that
only network traffic data arriving on a particular network port,
network traffic data sent from a particular remote IP address,
and/or network traffic data sent or received by a particular
application is to be collected. In this way, TVM 1000 may
effectively describe “interesting” network traffic data that is
to be collected.

Network traffic data deemed “interesting” by TVM 1000 is
collected by kernel space module 310 and sent to shared
memory buffer 1005. Shared memory buffer 1005 is an area
of memory that accessible by both kernel space module 310
executing in kernel space 204 and other modules of collector
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application 200 executing in user space 202. By using shared
memory buffer 1005, kernel space module 310 in some
embodiments may incur few or no context switches in trans-
ferring the collected network traffic data, thus allowing large
amounts of data to be transferred to collector application 200
efficiently and asynchronously. Some embodiments may pro-
vide that the size of shared memory buffer 1005 may be
configurable by, for instance, a configuration file. In some
embodiments, the size of shared memory buffer 1005 may be
adaptive based on available memory. For example, if a surplus
of memory becomes available, the size of shared memory
buffer 1005 may be automatically increased, whereas if the
amount of available memory is reduced, the size of shared
memory buffer 1005 may be automatically decreased.

Parser engine 1010 of collector application 200 executing
in user space 202 retrieves collected network traffic data from
shared memory buffer 1005 and determines how the collected
network traffic data will be further processed. In some
embodiments, parser engine 1010 may pass the collected
network traffic data into one or more protocol-specific parsers
for processing, depending on the network protocol of the
collected network traffic data. For example, protocol-specific
parsers 1015, 1020, 1025, and 1030 may be associated with
the Oracle Structured Query Language (SQL), Microsoft
SQL (MS-SQL), Message Queue (MQ), and LDAP network
protocols, respectively. Thus, if the collected network traffic
data is associated with the Oracle SQL query protocol, then
the collected network traffic data may be passed to Parser A
1015 for processing. Likewise, collected network traffic data
associated with a MS-SQL query may be passed to Parser B
1020, collected network traffic data associated with a MQ
query may be forwarded to Parser C 1025, and collected
network traffic data associated with an LDAP query may be
sent to Parser D 1030. The protocol-specific parsers 1015,
1020, 1025, and 1030 may extract transaction data related to
logical transactions defined by the respective network proto-
cols. It is to be understood that the network protocol pro-
cessed by an example protocol-specific parser may be any
network protocol for which network traffic data may be col-
lected, and is not limited to the network protocols enumerated
above. It is to be further understood that parser engine 1010
may forward the same collected network traffic data to mul-
tiple protocol-specific parsers, or to no parser.

The transaction data related to logical transactions and
extracted by a protocol-specific parser may include diagnos-
tically useful associated metadata. In some embodiments, the
associated metadata may include, for example, server
response time, the size in bytes of the request and/or the
response, an error code (if a transaction was unsuccessful), a
timestamp associated with the request, the IP address of the
client and/or the server, the server port, and/or the server
process ID, among others. The associated metadata may also
include protocol-specific metadata extensions, including user
name, database name, and/or session ID, among others.

In some embodiments, protocol-specific parsers include
shared libraries, each implementing a well-defined parser
Application Programming Interface (API), and each loaded at
run time by collector application 200 according to the con-
tents of a configuration file. Each protocol-specific parser, in
some embodiments, may have access to the configuration and
logging facilities of collector application 200.

Some embodiments may provide a protocol-specific parser
that implements the parser API, and that further incorporates
an embedded script interpreter that is operable to execute a
script that defines parsing operations. For example, Parser D
1030 may include a module implementing the parser API, and
may have embedded within it parser script interpreter 1035,
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which interprets a script to determine how collected network
traffic data passed to Parser D 1030 will be parsed. Parser
script interpreter 1035 may be operable to interpret scripting
languages such as Perl, PHP, JavaScript, Ruby, Python, and/
or Tel, among others. The use of an interpreted script to define
parsing operations may allow for the quick prototyping of
protocol-specific parsers, as well as providing a simplified
means for support personnel and users to implement proto-
col-specific parsers. Protocol-specific parsers using embed-
ded script interpreters may also provide platform indepen-
dence, and may permit parser developers to take advantage of
the inherent capabilities of the particular scripting language
used.

Each protocol-specific parser 1015, 1020, 1025, and 1030
may “consume” more or less data than is made available to it
by parser engine 1010. In this context, “consume” means to
indicate that a specified quantity of data has been processed.
For example, a protocol-specific parser may examine the
collected network traffic data, and may be able to determine
based on the collected network traffic data that a subsequent
portion of network traffic data is likely to be unimportant or
irrelevant. The collected network traffic data, for instance,
may contain a transaction identifier, from which the protocol-
specific parser may determine that the subsequent portion of
network traffic data contains only padding or other data of no
interest. Accordingly, the protocol-specific parser may indi-
cate that the collected network traffic data and the subsequent
portion of network traffic data has been consumed (i.e., that
the protocol-specific parser has consumed more data than was
actually made available to it by parser engine 1010). Con-
versely, the protocol-specific parser may determine that part
of the available collected network traffic data is not sufficient
to extract a complete transaction, or that the available col-
lected network traffic data is insufficient to extract even a
single logical transaction. In this case, the protocol-specific
parser may indicate that only some, or none, of the collected
network traffic data was consumed (i.e., that the protocol-
specific parser has consumed less data than is available). In
some embodiments, this may allow the collected network
traffic data to be buffered until sufficient data has accumu-
lated to permit the extraction of one or more complete logical
transactions by the protocol-specific parser. A protocol-spe-
cific parser, in some embodiments, may determine that the
network traffic data collected from a particular network flow
cannot be parsed at all, and, in response, will indicate that
subsequent network traffic data corresponding to the same
network flow is not to be parsed.

After a protocol-specific parser has extracted transaction
data corresponding to at least one logical transaction from the
collected network traffic data, it may pass the extracted trans-
action data directly to parser sink 1060, as, for example, with
Parser D 1030 in FIG. 10. In some embodiments, a protocol-
specific parser may forward the extracted transaction data to
a filter for further processing. For example, parsers 1015,
1020, and 1025 may pass extracted transaction data to filters
1040, 1045, and 1050, respectively. It is to be understood that
there may be any number of filter stages following a protocol-
specific parser—i.e., the output generated by one filter may be
passed to another filter in a linear fashion, thus creating a
“pipeline” sequence of parsing and filtering modules. It is to
be further understood that a filter may receive input from
more than one protocol-specific parser.

Each filter may alter the transaction data passed into it by
modifying and/or deleting parts of the data, or by supplement-
ing the transaction data with additional data. For instance,
filters 1040 and 1045, which may receive SQL transaction
data extracted by parsers 1015 and 1020, respectively, may be
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operable to normalize SQL transaction data by removing
string and numeric literals and extraneous whitespace, and by
capitalizing keywords within the SQL transaction data passed
into the filters. In some embodiments, a filter may identify and
aggregate related logical transactions, and may represent the
aggregated logical transactions as a single filtered transac-
tion. For example, a filter may create and output a logical
transaction representing the combination of all Uniform
Resource Locator (URL) transactions from a single client
corresponding to retrieval of one complete web page.

As with protocol-specific parsers, filters, in some embodi-
ments, may incorporate an embedded script interpreter that is
operable to execute a script that defines filtering operations.
For example, Filter C 1050 has embedded within it filter script
interpreter 1055, which interprets a script to determine how
extracted transaction data passed to Filter C 1050 will be
filtered. Filter script interpreter 1055 may be operable to
interpret scripting languages such as Perl, PHP, JavaScript,
Ruby, Python, and/or Tel, among others.

Filters 1040, 1045, and 1050 and protocol-specific parser
1030 pass their respective outputs to parser sink 1060 of
collector application 200. Parser sink 1060 may aggregate the
transaction data that was extracted and/or filtered within a
predefined time interval, and may then generate an event
based on the aggregated transaction data. In some embodi-
ments, health data processing application 100 may receive
events from collector application 200, and may request that
collector application 200 data send transaction data in “trace
mode.” In trace mode, parser sink 1060 may aggregate the
transaction data, as above, and also may compress the entirety
of the transaction data and generate an event based on the
compressed transaction data. This may provide health data
processing application 100 with more detailed transaction
data for use in diagnosing network and/or application perfor-
mance issues.

Reference is now made to FIG. 11, which illustrates
example operations carried out by a kernel space module of
collector application 200 in collecting raw network traffic
data to be parsed and/or filtered. At block 1100, kernel space
module 310, using a kernel space driver interface, collects
network traffic data sent by and/or received at a network
device. Kernel space module 310 determines whether the
collected network traffic satisfies a criteria predicate, which
may specify the characteristics of the network traffic data for
which parsing and/or filtering is to be carried out (block
1105). In some embodiments, for example, the criteria predi-
cate may specify that only network traffic data that arrives on
a particular port, network traffic data that was sent from a
particular remote IP address, and/or network traffic data that
was sent or received by a particular program is to be parsed
and/or filtered. If the collected network traffic data does not
satisfy the criteria predicate, the collected network traffic data
is disregarded (block 1110), and kernel space module 310
resumes operation again at block 1100. If the collected net-
work traffic data does satisfy the criteria predicate, then ker-
nel space module 310 transfers the collected network traffic
data into a shared memory buffer 1005 (block 1115). As
detailed above with respect to FIG. 10, shared memory buffer
1005 is an area of memory that is shared between and acces-
sible by both kernel space module 310 executing in kernel
space 1000 and other modules of collector application 200
executing in user space 1005. After the collected network
traffic data is transferred to shared memory buffer 1005, the
kernel space module 310 resumes operation at block 1100.

FIG. 12 illustrates example operations carried out by col-
lector application 200 in parsing and/or filtering the collected
network traffic data. At block 1200, collector application 200
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determines whether any collected network traffic data is
available to be processed in shared memory buffer 1005. If
there is no collected network traffic data to be processed, then
operation resumes at block 1200. If shared memory buffer
1005 contains collected network traffic data, collector appli-
cation 200 uses an appropriate protocol-specific parser to
examine the collected network traffic data and determine
whether the data can be parsed (block 1205). If the data
cannot be parsed—such as, for example, the collected net-
work traffic data is in a format not recognized by the protocol-
specific parser, or is otherwise incomprehensible—then col-
lector application 200 stores an indicator signifying that no
subsequent network traffic data from the corresponding net-
work source will be parsed (block 1210), and operation
resumes at block 1200.

If'the data can be parsed, the protocol-specific parser exam-
ines the collected network traffic data to determine whether
parsing of subsequent network traffic data is necessary
(blocks 1215 and 1220). For example, the collected network
traffic data may contain a transaction identity indicating that
a subsequent portion of network traffic data contains only
padding or other data of no interest. If further parsing is
unnecessary, the protocol-specific parser stores an indicator
indicating that both the collected network traffic data and the
subsequent portion of network traffic data were consumed,
and operation resumes at block 1200.

If further parsing is necessary, then the protocol-specific
parser examines whether the collected network traffic data is
sufficient to allow the extraction of at least one logical trans-
action (block 1230). If there is not enough collected network
traffic data to extract at least one logical transaction (as may
be the case, for instance, where the collected network traffic
data comprises a single IP packet, but a logical transaction
spans multiple IP packets), then the protocol-specific parser
stores an indicator indicating that none of the collected net-
work traffic data was consumed (block 1235). In some
embodiments, this permits the collected network traffic data
to be buffered until sufficient data has been collected to enable
the extraction of at least one logical transaction. Operation
then resumes at block 1200.

If sufficient network traffic data has been collected, then
the protocol-specific parser extracts transaction data corre-
sponding to at least one logical transaction that is defined by
a network protocol from the collected network traffic data
(block 1240). For example, depending on the network proto-
col associated with the collected network traffic data, trans-
action data may include URL of a requested web page or the
contents of a SQL, LDAP, and/or MQ query, among others. At
block 1245, the protocol-specific parser stores an indicator
indicating the actual quantity of data that was consumed. An
attribute of the extracted transaction data is stored in memory
and/or in a persistent data store (block 1250). In some
embodiments, this may allow the protocol-specific parser to
maintain state information regarding the logical transactions
for which data is extracted from the collected network traffic
data.

At block 1255, a filter generates filtered transaction data
based on the extracted transaction data passed to it from the
protocol-specific parser. As detailed above with respect to
FIG. 10, a filter may modify and/or delete data in the extracted
transaction data, and/or may supplement the extracted trans-
action data with additional data. An attribute of the filtered
transaction data is stored in memory and/or in a persistent
data store (block 1260). In some embodiments, this may
allow the filter to maintain state information regarding the
logical transactions represented by the filtered transaction
data.
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Collector application 200 aggregates the filtered transac-
tion data that was extracted during a predefined time interval
(block 1265) and generates an event based on the aggregated
data (block 1270). Collector application 200 then determines
whether a trace mode has been requested by health data
processing application 100 (block 1275). If so, then the entire
contents of the filtered transaction data that was extracted
during a predefined time interval is compressed (block 1280),
and an additional event is generated by collector application
200 based on the compressed data (block 1285). Operation
then resumes at block 1200.

Correlation Analysis of Collected Metrics

As described above, the Collector application 200 gener-
ates performance data or metrics related to and/or indicative
of'the health of the network. Large numbers of metrics about
a distributed application may be collected, including user-
visible performance metrics such as transactions per second
and latency of transactions as well as infrastructure metrics
relating to CPU, memory, and disk load. Users that are pre-
sented with these numerous metrics may desire to identify
applications and/or transactions that are being processed
slowly in this network, which machine-to-machine contexts
are slowing traffic in the system, or which infrastructure
resources are limiting performance. In other words, users
would like to discover relationships among the various met-
rics that have been collected that indicate reasons for perfor-
mance degradation.

Reference is made to FIG. 13, which illustrates example
operations carried out by a correlation analyzer that is oper-
able to analyze correlations of collected network traffic data
metrics, according to some embodiments of the present
invention. A set of collected metrics are available that include
network element metrics and/or node-to-node contexts,
among others. At block 1301, the correlation analyzer selects
a primary metric from the set of collected metrics. The pri-
mary metric, which may also be referred to as the correlated
metric, is the metric to which other data is correlated. This
primary metric may be selected by the user using a user
interface and/or may be automatically selected by the appli-
cation based on configured criterion or through analysis
regarding the health of the network by identifying points of
interest within the network.

As shown in block 1303, correlation coefficients between
the primary metric and ones of at least a portion of the plu-
rality of the collected metrics are generated. The correlation
coefficient, according to some embodiments, may be calcu-
lated using Pearson’s correlation coefficient. Other types of
correlation coefficients well known in the art, such as Spear-
man’s rank correlation may also be used. Correlation coeffi-
cients typically are in the range —1.0 to 1.0. For example, a
correlation coefficient of 1.0 signifies that a data pair is iden-
tical, or that one is a positive number multiple of the other.
Usually, a correlation coefficient near 1.0 signifies strong
correlation between the data pair. A correlation coefficient of
-1.0signifies inverse correlation between the data pair, or that
one is a negative number multiple of the other. Correlation
coefficients between 0 and 1.0 signify varying degrees of
correlation. Similarly, correlation coefficients between -1.0
and O signify varying degrees of inverse correlation. Corre-
lation coefficients near 1.0 indicate strong correlation while
correlation coefficients near —1.0 indicate strong inverse cor-
relation.

A hypothesis set may be generated based on the correlation
coefficients, as shown in block 1304. A hypothesis set may
include metrics likely to be causally related to the primary
metric. A hypothesis may include metrics whose behavior
influences/causes or whose behavior is influenced/caused by
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the primary metric. Determining the hypothesis set may
include identitying the primary metric and one or more of
respective collected metrics for which the respective correla-
tion coefficients are greater than a first threshold or less than
a second threshold (block 1305). The correlation coefficient
being greater than the first threshold may correspond to a
positive correlation coefficient. Similarly, the correlation
coefficient being less than the second threshold may corre-
spond to a negative correlation coefficient. These identified
metrics, qualified by the aforementioned thresholds may be
used to determine the primary metric and the respective col-
lected metrics that may be added to the hypothesis set, as
shown in block 1306. For example, a first threshold value of
0.7 and a second threshold value of —0.7 may be selected. The
hypothesis set for these example thresholds would include
metric pairs which have a positive correlation greater than 0.7
oran inverse correlation less than —0.7. A positive correlation,
for example, may suggest that higher load on one network
element or context may be causally linked to increased utili-
zation of another network element or resource. Similarly, a
negative correlation may suggest, for example, that one pro-
cess or transaction may be causally linked to inhibiting
another process or transaction from obtaining adequate
resources.

Additionally, as illustrated by block 1307, heat maps based
on the correlation coefficients may be generated. Heat maps
may use color-coded variations to distinguish varying levels
of correlation between the between the primary metric and
the collected metrics. The heat maps may be useful to the user
to identify hot spots in the network that show high correlation
among certain metric pairs. A heat map may be generated for
correlation coefficients including all pairs of the collected
metrics and/or for one or more subsets of all of the pairs of
collected metrics.

As shown in block 1302, defined settings may be used to
determine a candidate set which corresponds to a portion of
the plurality of collected metrics to which the primary metric
may be correlated. Reference is now made to FIG. 14 which
is a flowchart illustrating example settings that may be opera-
tions that may be included in identifying a candidate set
(block 1302), according to some embodiments of the present
invention. As illustrated in block 1401, a scope of network
elements to include in the candidate set may be defined. The
scope may be defined by a number of network element hops
from the selected primary metric’s network element. For
example, the candidate set may include all collected metrics
associated with network elements that are N hops from the
network element associated with the primary metric, where
N>=1. In some embodiments, the scope may be defined to
include all network elements that are associated with the
network element of the primary metric. For example, the
associated network elements may include all other network
elements that have common data paths, share memory, and/or
share processes with the network element of the primary
metric, among others.

The candidate set may also be defined by selecting a net-
work metric type that identifies the types of network metrics
to include in the candidate set, as illustrated in block 1402 of
FIG. 14. Example network metric types that may be used to
determine the candidate set include transactions, virtual
machines, infrastructure metrics, links between nodes in the
network, processes running on nodes in the network, server
stacks, threads, applications, and memory usage such as
cache, stack, virtual memory, and storage, among others.

Once the network metric types are selected, as shown in
block 1403, a filtering function may be applied to the col-
lected metrics. As further illustrated in block 1404, applying
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the filter function may include receiving an input associated
with the network metric type. Reference is now made to FIG.
16, which is a flowchart illustrating example operations that
generate the network metric type for use in identifying the
candidate set. The received input may be from auser via auser
input as in 1601, where the network metric type is generated
based on the input from the user, as shown in 1602. In some
embodiments, the input associated with the network metric
type may be obtained by reading a data file that includes
configuration information (block 1603). The configuration
information may be used to generate the network metric type
(block 1604). The received input may also be from other
applications, modules, threads, or processes that may deter-
mine the information that may be relevant to the operator
utilizing the network health monitoring functionality. Refer-
ring once again to FIG. 14, block 1405 illustrates that the
members of the candidate set are identified out of the col-
lected metrics based on the received input.

In some embodiments, transformations may be applied to
the data before calculating correlation values. Example trans-
formations may include smoothing the data, curve fitting,
and/or time-shifting, among others. Smoothing a data set may
include creating an approximating function that attempts to
capture important patterns in the data, while leaving out noise
or other fine-scale structures. Outlier data points may be
removed or modified in order to provide a smoother data set.
In smoothing, the data points may be modified so that indi-
vidual high points (presumably because of noise) are reduced,
and points that are lower than the adjacent points are
increased leading to a smoother data set. Many different
algorithms may be used for smoothing, one example being
the histogram.

Reference is now made to FIG. 15 which illustrates another
example of a transformation that may be applied to the data by
applying temporal shifting of relative metrics during correla-
tion analysis. In general, primary metric and collected metric
data pairs are selected for analysis from the same time inter-
val. When applying temporal shifting, the primary metric and
the respective collected metric to be correlated are time
shifted with respect to one another such that they are from
different time intervals. As used herein, temporal shifting and
time shifting refer to any selection of members of a data pair
from different time intervals with respect to one another. In
some embodiments, the user may control the temporal shift as
described in blocks 1501, 1502, and 1503. The user interface
may provide a mechanism by which the user may select to
increment and/or decrement the input (block 1501), and cor-
respondingly adjust the time interval based on this received
increment/decrement (block 1502). In some embodiments
shown in block 1503, the correlation analyzer may receive a
temporal shift value from the user interface and adjust the
time interval based on this received temporal shift value. The
time interval used for temporal shifting may be normalized to
the time granularity of the network monitoring application. In
other words, the time interval may be a multiple of the data
collection interval corresponding to the collected metrics.
Based onthe user specified time interval, the data correspond-
ing to the primary metric corresponds to a first time while the
data corresponding to the portion of the collected metrics
corresponds to a second time that is different from the first
time by the user specified time interval. As further illustrated
in FIG. 15 blocks 1301, 1303, and 1304, correlation analysis
is performed on this time-shifted data such that a temporally
shifted hypothesis set is obtained.

The concept of generating correlation coefficients between
the primary metric and a plurality of collected metrics may be
further expanded, as in FI1G. 17, to generate correlation coef-
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ficients between several of the collected metrics and some or
all other ones of the collected metrics, as in block 1704. A
hypothesis set may be generated based on these correlation
coefficients, as in block 1705. Additionally, correlation coef-
ficients may be generated between the primary metric and all
other collected metrics. Moreover, although requiring a sub-
stantial number of calculations, an all-pairs comparison for
all the collected metrics in the application may be generated
in order to discover relationships that may not have been
evident when limiting the number of metrics that are corre-
lated. An all-pairs comparison may include correlating all of
the collected metrics with all others of the collected metrics.

Similar to the temporal shifting in the embodiment
described in FIG. 15, FIG. 17 illustrates embodiments in
different user input types may be used to control temporal
shifting during correlation analysis (blocks 1704 and 1705).
Similar to a previously described embodiment, a user inter-
face may be used to receive an increment and/or decrement
input (block 1701), and adjust the time interval based on the
received increment and/or decrement (block 1702). In some
embodiments, a temporal shift value may be received from
the user interface, as in block 1703, which may be used to
adjust the time interval. Based on the time interval, the data
corresponding to the collected metric corresponds to a first
time while the data corresponding to the ones of the collected
metrics being correlated corresponds to a second time that is
different from the first time by the user specified time interval.

The correlation analyzer may be launched from the model
generated by a health data processing application, as shown in
FIG. 7. A user may select a collected metric of interest on
which to perform correlation analysis. For example, a user
may click on an abnormal application response time metric to
launch correlation analysis to determine causes for the poor
performance. As another example, the user may click on an
abnormal infrastructure metric to find out which higher-level
function may affect it or be affected by it.

The information relating to the correlation analyzer may be
presented to the user on a display, using graphical, textual,
and/or tabular representations, as appropriate. Reference is
made to FIG. 18 which illustrates a screen shot of a graphical
user interface (GUI) including selection options for scope
1801 and network metric types 1802 for correlation analysis
and display of results 1804 related to a primary metric by a
correlation analysis application, according to some embodi-
ments of the present invention. Information regarding the
primary metric (also referenced as the correlated metric)
1803 may be displayed graphically, textually, and/or in tabu-
lar representation, among others. As shown by 1804, for
members of the candidate set that were correlated with the
primary metric, the data may be displayed in tabular form.
Information regarding the metric source, network element
identification, context type, collected data, and correlation
coefficient may be displayed. The displayed information may
be sorted based on any of these types. Additionally, the can-
didate set and/or the hypothesis set may include visually
distinctive display of members of the set by use of shading,
boldface type, italicizing, fonts, colors, background colors, or
other such ways to emphasize or highlight certain metrics.
Additionally, distinctive highlighting may be used to distin-
guish the previously described thresholds relating to positive
ornegative correlations. Specific machines, processes, and/or
links may be highlighted. Data graphs and/or sparklines may
also be displayed to represent the primary metric and/or col-
lected metrics. These sparklines and/or related information
can be selected by the user to see larger displays with options
to choose new correlation analysis parameters. The data may
be presented statically or updated dynamically. Dynamically
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updated correlation data may be based on time intervals
related to the sampling granularity of the data collection of the
system, or based on update intervals selected by the user.

Reference is made to FIG. 19, which illustrates a screen
shot of a graphical user interface (GUI) including an example
selection of transaction as the network metric type for corre-
lation analysis and display of results related to a primary
metric by a correlation analysis application, according to
some embodiments of the present invention. The filter block
1802 provides an option to further limit the metrics in the
candidate set for which correlations will be calculated against
the primary metric. The filter block 1802 can filter in multiple
ways, including, but not limited to, exact match, substring,
prefix, suffix, and/or regular expression, among others.
Tracing and Aggregating Transaction Data

As described above, the collector application 200 gener-
ates performance data related to and/or indicative of the
health of the network. Each collector application 200 may be
collecting one machine’s view of the application server. A
large amount of data may be collected, including transaction
specific information. Users that are presented with this volu-
minous data may desire to identify transactions that are being
processed in this network, and/or events related to the trans-
actions. In some embodiments, it may be assumed that all of
the activity within an application happening at roughly the
same time as a transaction is executing may be related to the
transaction. However, a less inclusive approach may be
desired.

Analysis showing individual transaction dependencies
based on individual event dependencies may be referred to as
front-to-back stitching. One goal of front-to-back stitching is
to identify transaction dependencies by joining related events
end-to-end. Front-to-back stitching may be used effectively
in systems with thread exclusive behavior. In non-thread
exclusive systems, time-based correlation, as described pre-
viously, may be an option. In some embodiments, techniques
referred to as back-to-front stitching may be used to join
multiple transaction instances together that include events
that match time stamps and/or protocols.

Reference is made to FIG. 20, which illustrates example
operations carried out by a health data processing application
to generate an aggregated list of transactions based on the
thread identifier and transaction type, according to some
embodiments of the present invention. Such transactions may
occur between network applications and/or as a result of user
input. Transactions may result in communication with one or
more processes, which in turn may include one or more
threads. Threads may be identified based on a thread identi-
fier.

Some embodiments of the present invention apply to serv-
ers exhibiting thread exclusive behavior. Many systems pro-
vide thread exclusive behavior such that once a process starts
working on a request using a thread, the thread works on
nothing else until completion of the request. Thread exclu-
sivity may occur on many servers that are extensible, where
the server may hand off the thread to third party code.
Examples of servers that exhibit thread exclusive behavior
may include the Apache web server, IBM WebSphere, Oracle
WebLogic Server, Sun ONE server, JBoss Application
Server, Apache Tomcat, Caucho Resin, and/or other Java
servers, among others. Other platforms for which some
embodiments of the present application may be applied
include .NET application servers, PHP, and/or Ruby on Rails,
among others. Some embodiments of the present invention
may apply to application servers for which thread identifiers
are valid join identifiers. In some embodiments where the
thread identifier is not a valid join identifier, events may be
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recorded when a transaction’s flow of control switches from
one thread identifier to another.

Referring to FIG. 20 at block 2001, a thread identifier that
is associated with a received transaction may be identified.
The thread identifier used by a transaction for joining a thread
may be unique system-wide and/or with respect to the appli-
cation server on which it operates. Many operating systems
provide thread identifiers that may be unique within a pro-
cess, but not unique system-wide. For example, a first thread
in each process may be labeled as “1” and may be unique
when taken in conjunction with the process identifier. How-
ever, each thread may be associated with a control block in the
kernel which may be related to a fixed location in memory for
the life of the thread. The memory location and/or offset in
memory of the control block may be used as a thread identi-
fier.

As illustrated in block 2002, once the thread identifier
associated with the transaction is identified, events that are
related to the thread identifier may be identified. Identified
events may include calls associated with or resulting from the
transaction. Identified events may also include transaction
calls necessary to obtain data affiliated with the transaction.

In some embodiments, the type of the transaction may be
determined, as illustrated in block 2003. The type of the
transaction may be a classification that could be used to group
similar transactions for purposes of data aggregation. For
example, types of transactions may include login, authenti-
cate, read, write, connect, failure to connect, and/or logout,
among others. Determining types of transactions resulting
from certain operations may be useful to an operator in deter-
mining which types of transactions require more resources,
cause more network problems, or result in error conditions.

Asillustrated in block 2004, the type of the transaction may
be compared with the respective types of transactions among
entries in the aggregated list of transactions. In some embodi-
ments, an aggregated list of transactions may be maintained.
The entries in the aggregated list may be stored in a variety of
forms including hash tables, trees, linked lists, dynamic
linked lists, pointer lists, and/or queues. The entries in the
aggregated list of transactions may be organized in a variety
of'ways, and the aggregated list may be sorted in a number of
convenient ways to improve computational -efficiency.
Examples of aggregated list sorting may include bubble sort,
insertion sort, merge sort, quick sort, and/or comparison sort,
among others.

Asillustrated in block 2005, the type of the transaction may
be matched with the types of the entries in the aggregated list
of transactions. In some embodiments, if the type of the
transaction matches an entry in the aggregated list, the trans-
action and the one or more events related to the thread iden-
tifier related with the transaction are associated with the
matching entry in the aggregated list of transactions based on.
Insome embodiments, the aggregated list of transactions may
include one or more transactions received by a web or an
application server in a time window.

Reference is now made to FIG. 21, which illustrates
example operations to identify transaction events based on
networking protocols according to some embodiments of the
present invention. As illustrated in block 2101, events related
to the thread identifier may be identified independent of the
transmission protocol. In other words, events related to pro-
tocols such as HTTP, SQL, LDAP, TCP and/or others used by
the transaction may be identified based on the thread identi-
fier without consideration of their respective protocols.

According to some embodiments, block 2102 of illustrates
selecting one or more protocols for use in identifying events
related to the thread identifier. Protocols such as HTTP, SQL,,
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LDAP, TCP and/or others that may be used by the transaction
and/or related events may be selected. Selection may be based
on user input, profiles, transaction type, and/or one or more of
the related events.

As illustrated in block 2103, events using the selected
protocols may be identified as related to the thread identifier,
whereas other events using non-selected protocols may not be
identified as related to the thread identifier, even if they share
a common thread identifier. In some embodiments, the pro-
tocols may be selected based on the received transaction. For
example, if a login transaction is received, the HT'TP protocol
may be selected. Events of a given protocol may be associated
with sequence numbers that may be used to determine event
relationships based on the protocol. In some embodiments, a
protocol specific identifier may be utilized to determine event
relationships. For example, when using the HTTP protocol,
HTTP protocol request headers may be used.

Reference is now made to FIG. 22, which illustrates
example operations to generate temporal performance data
based on transaction and event times according to some
embodiments of the present invention. According to block
2201, a start time associated with a start of the transaction
may be determined. This start time may be an absolute system
time or relative measurements based on other events or on a
present time window. The start time may correspond to a
receipt of a request for the transaction. The start time may be
obtained from time stamps in the header, trailer and/or other
portions of data packets. The start time may be read from a
system clock upon receipt of a request or event.

As illustrated in block 2202, the stop time associated with
the ending of a transaction may be determined. Similarly, the
stop time may be an absolute system time or relative mea-
surements based on other events or on a present time window.
The stop time may correspond to completion of a request for
atransaction, a return of operational functionality to a calling
function associated with the transaction or cleanup of a pro-
cess and/or thread associated with the transaction. The stop
time may be obtained from time stamps in packets in the
system. The stop time may be read from a system clock upon
completion of a request or event.

According to some embodiments, as illustrated in block
2203, an event time for respective ones of the one or more
events related to the thread identifier associated with the
transaction may be determined. The event time may be related
to the start of an event, a completion of an event, or some time
during the occurrence and/or execution of the related event.
The event time may be obtained from time stamps in packets
in the system. The event time may be read from a system clock
at the start, completion, and/or some other time related to an
event. The granularity of the determination of the event time
may be less relevant since the event may be related by thread
identifier to a transaction. Some embodiments provide that
the relation to the start time and stop time of the transaction
may be a more relevant parameter.

In some embodiments, it may be desired to identify events
that take too long to complete, thereby slowing the related
transaction. A difference between the stop transaction time
and the start transaction time may be compared to a threshold
to yield a determination that a transaction takes too long to
complete. The threshold may be pre-defined and/or may be
dynamically defined based on other available data and/or
inputs. For example, transactions whose length of operation
are greater than a threshold may be identified as taking too
long and may be highlighted to the user. Additionally, this
concept may be analogously extended to include determining
start and stop times for events and highlighting events that
may be taking too long to operate or complete.
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As illustrated in block 2204, temporal performance data
corresponding to the transaction may be generated based on
the start transaction time, the stop transaction time, and/or the
event time. The temporal performance data may include sta-
tistical data. Statistical data may highlight types of transac-
tions and their respective behavior by using statistical func-
tions such as means, variance, distributions, co-variance, and/
or probability functions, among others.

Reference is now made to FIG. 23, which illustrates
example operations carried out to identify and serialize events
based on the thread identifiers of transactions according to
some embodiments of the present invention. This trace mode
of operation may facilitate tracing of specific transactions. At
block 2301, thread identifiers associated with corresponding
received transactions may be identified. For received trans-
actions, the respective thread identifiers of the plurality of
threads may be unique in a web or an application server with
respect to a kernel. The thread identifiers may be represented
by an address location in the kernel of a control block of the
thread. The thread identifiers may be represented by a pointer
to an address location in the kernel of a control block of the
thread.

Atblock 2302, one or more events may be identified which
correspond to the respective thread identifiers. Identified
events may include calls associated with or resulting from the
transaction. Identified events may also include transaction
calls necessary to obtain data affiliated with the transaction.

Determining that some events or some back-end behavior
is related to a given user request may be sensitive to ordering.
For example, a back-end event or activity starts at time T, and
auser request arrives at time T,, which is after time T, In this
example, the back-end event or activity may not be caused by
the later arriving user request since causal events may be
linked forward in time. According to block 2303, the events
related to the plurality of thread identifiers may be serialized
into a serialized list of events. In some embodiments the list of
events may be an order list.

Preserving the order of events running in different contexts
may be difficult. Reference is now made to FIG. 25, which
illustrates example operations to serialize events as in block
2303, by passing events through a single kernel queue and/or
using a spinlock according to some embodiments of the
present invention. As illustrated in block 2501, serializing the
events may include passing the events though a single kernel
queue. In some embodiments, serializing the events may
include using a spinlock that imposes an order of events in the
single kernel queue, as illustrated in block 2502. In this case,
an event that happened at time T, may be placed in the kernel
queue before an event at that happened at a later time T,. This
technique may include some processor performance penalty.
In some embodiments, to reduce the performance penalty in
systems with an available monotonic (always increasing)
clock, events could be recorded with timestamps without
using a spinlock. These events, based on the timestamps
could be reordered outside of the driver.

Reference is made to FIG. 24, which illustrates example
operations to identify transaction events based on networking
protocols according to some embodiments of the present
invention. As shown in block 2302, events may be identified
that correspond to thread identifiers. According to block
2401, events related to the thread identifier may be identified
independent of the transmission protocol. In other words,
events related to protocols such as HTTP, SQL, LDAP, TCP
and/or others used by the transaction may be identified based
on the thread identifier without consideration of their respec-
tive protocols.

30

35

40

45

50

55

38

According to some embodiments, block 2402 illustrates
selecting one or more protocols for use in identifying events
related to the thread identifier. Protocols such as HTTP, SQL,,
LDAP, TCP and/or others used by the transaction may be
selected. Selection may be based on user input, profiles, trans-
action type, and/or one or more of the related events.

As illustrated in block 2403, events using the selected
protocols may be identified as related to the thread identifier,
whereas other events using non-selected protocols may not be
identified as related to the thread identifier, even if they share
a common thread identifier. In some embodiments, the pro-
tocols may be selected based on the received transaction. For
example, if a login transaction is received, the HT'TP protocol
may be selected. In some embodiments, a protocol specific
identifier may be utilized to determine event relationships.
For example, when using the HTTP protocol, the HTTP pro-
tocol client header may be used.

Reference is now made to FIG. 26, which illustrates tracing
mode behavior by assigning a stitching identifier and main-
taining a stitching counter for events based on the thread
identifier according to some embodiments of the present
invention. One server and/or collector’s view of a transaction
may be referred to as a shard. A transaction may touch several
servers, but a shard is one server and/or collector’s view ofthe
transaction. A shard instance may include a piece of a trans-
action. A shard pattern may be a union of events that look the
same in a time window. For example, it may be desired to
analyze multiple users loading their respective shopping
carts. Whenever users load a shopping cart, several back-end
events may occur. Loading one user’s shopping cart may
result in accessing a database while loading a different user’s
shopping cart may result in accessing an authentication
server. The shard pattern for this example is the union of
events including events such as accessing the database and
accessing the authentication server. This shard pattern is a
summarization of events that may be valuable for an overall
view of the collector’s behavior. Additionally, an increased
granularity of information may be achieved by viewing these
shard instances in a tracing mode to view behavior of indi-
vidual transactions. Shard instances and patterns may be pre-
sented to the user in a variety of ways including tables and
heat maps. Tracing mode behavior that analyzes individual
transaction dependencies based on individual event depen-
dencies may be referred to as front-to-back stitching. Front-
to-back stitching may identify transaction dependencies by
joining related events end-to-end.

As illustrated in block 2601 of FIG. 26, a stitching identi-
fier may be associated with a received transaction and/or
events. The stitching identifier may be assigned by the col-
lector application and may be unrelated to the thread identi-
fier. The stitching identifier may be used to track input and
output events related to the transaction.

As illustrated in block 2602, the stitching identifier may be
assigned to events corresponding to a thread identifier. For
example, an input account login transaction may be assigned
a stitching identifier “5”. A login event may be triggered by
the received login transaction. Events related to this login
transaction such as the login event, the retrieveUserName
event and the authenticate event may also be assigned a stitch-
ing identifier “5”.

As illustrated in block 2603, a stitching counter may be
associated with the stitching identifier. The stitching counter
may count events associated with the stitching identifier. The
stitching counter may be incremented for each of the one or
more events assigned to the stitching identifier. In the above
example, the login event may increment the stitching count to
a value of “1”. The retrieveUserName event may increment
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the stitching count to “2” and the authenticate event may
increment the stitching count to a value of “3”.

Reference is now made to FIG. 27, which illustrates deter-
mining and counting events for a transaction to be traced
according to some embodiments of the present invention. The
above example may be continued for illustrative purposes. As
illustrated in block 2701, a tracing transaction (i.e. a transac-
tion to be traced) may be identified. In this example the login
transaction may be identified as the tracing transaction.

As shown in block 2702, a trace stitching identifier asso-
ciated with the tracing transaction may be identified. In this
foregoing example, the trace stitching identifier is “5”. As
illustrated in block 2703, one or more events corresponding to
the trace stitching identifier may be determined from the
serialized list of events. In the foregoing example, events
corresponding to a stitching identifier of “5” may be deter-
mined. The events in this example may include the
retrieveUserName event and the authenticate event, since
these events have been assigned a stitching value of “5”.
These events may correspond to the tracing transaction.

According to block 2704, a total event counter may be
incremented for ones of the one or more events corresponding
to the trace stitching identifier in order to generate a total
event count value. In the foregoing example, the total event
counter may be incremented for each of the login,
retrieveUserName, and authenticate events, such that the total
event counter may have a value of “3”.

Reference is now made to FIG. 28, which illustrates gen-
erating indicators based on front-to-back stitching according
to some embodiments of the present invention. As shown in
block 2801, if no accurate count can be calculated, a counter
value of “0” can be used to indicate “no data available.”. The
total event counter may be equal to 0 if there are null and/or
“0” stitching identifiers and null and/or “0” stitching counts.

According to some embodiments as shown in block 2802,
if a transaction event is not associated with any other events,
a counter value of “1” can be used to indicate that there are
“no causal events.” If the total event counter value is equal to
1, no other events may be related to the single event triggered
by the transaction request. In the previously discussed
example, if the login transaction triggered only the login
event and no other subsequent events, the total event counter
may be equal to 1.

As illustrated in block 2803, the stitching counter may be
compared to the total event counter value. A “missing events”
indicator may be generated if there is a mismatch between the
stitching counter value and total event counter value. These
values may not match if there is a restriction on the rate,
number, or kind of trace events that may be recorded or
reported by a collector application 200. Knowledge of miss-
ing events may help indicate reasons transactions are not
completing, timing out, event deadlocks, and/or other undes-
ired behavior in the system.

Transaction Relationships Between Application Servers

Analysis showing transaction dependencies between web
or application servers may be referred to as back-to-front
stitching. One goal of back-to-front stitching is to identify
end-to-end transaction dependencies spanning multiple
application servers in a system. Back-to-front stitching may
be used effectively in systems where relationships between
outbound transactions and inbound transactions across web
or application servers may be discovered.

Reference is now made to FIG. 29, which illustrates a trace
mode based on back-to-front stitching, according to some
embodiments of the present invention. As illustrated in block
2901, an outbound transaction may be identified. The out-
bound transaction may be a transaction from one web or
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application server to another web or application server. The
outbound transaction may trigger other web or application
servers to create other transactions. For example, an Apache
server may send an authenticate transaction to a WebLogic
server. This transaction is recorded as an outbound transac-
tion by the Apache server and also as an inbound transaction
by the WebLogic server.

Block 2902 illustrates that a transaction type may be iden-
tified for an outbound transaction. The type of the transaction
may be a classification that could be used to relate inbound
and outbound transactions for purposes of trace mode data
collection. For example, types of transactions may include
login, authenticate, read, write, connect, failure to connect,
and/or logout, among others. Determining types of transac-
tions resulting from certain operations may be useful to an
operator in determining which types of transactions cause
dependencies between certain application servers. These
dependencies may require more communication bandwidth
between application servers, processor resources, and/or
memory resources, among others. They may also cause
undesired behavior, including timeouts, deadlocks, or errors,
among others.

According to some embodiments, candidate transactions
may be identified (block 2903). The candidate transactions
may be inbound transactions that have the same transaction
type as the transaction type of the outbound transaction. In
some embodiments, an assumption may be made that related
inbound and outbound transactions may have the same trans-
action type. In other embodiments, transaction types sus-
pected of having causal relationships may be grouped
together. These groups of transactions may be included in the
basis for determining candidate transactions.

As illustrated in block 2909, the inbound transactions iden-
tified as candidate transactions may occur in a given time
window. The inbound transactions identified as candidate
transactions may have latency approximately equal to the
latency of related outbound transactions.

According to some embodiments, one or more transaction
data parameters that correspond to the outbound and/or
inbound transactions block may be selected (2904). A candi-
date transaction may be determined to be related to the out-
bound transaction based on the one or more transaction data
parameters. Transaction data parameters may be protocol
independent and/or protocol dependent. According to some
embodiments, the one or more transaction data parameters
may include a protocol specific identifier. The protocol spe-
cific identifier may include a header. For example, Hypertext
Transfer Protocol (HTTP) request headers may be included as
a transaction data parameter.

As illustrated in block 2905, a non-reversible checksum
may be generated based on at least a portion of the header. For
security purposes, privacy preserving techniques to generate
a non-reversible checksum may be employed. To generate a
non-reversible checksum, some embodiments provide that
only a portion of the header may be used in calculating the
checksum. In some embodiments, the checksum may be
implemented using a hash function, checksum, or cyclic
redundancy check, among others.

Additionally, as illustrated in block 2906, non-reversible
checksums may be obtained by generating the checksum on
non-contiguous portions of the header. In a non-limiting
example, every other bit of the header may be used for gen-
eration of the checksum. The checksum size may be adjusted
to be shorter or longer, depending on the granularity needed to
determine a somewhat unique transaction data parameter.

According to some embodiments, transaction data param-
eters may include a query string. As illustrated in block 2907,
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anon-reversible checksum may be generated based on at least
a portion of the query string. For security purposes, privacy
preserving techniques to generate a non-reversible checksum
may be employed. To generate a non-reversible checksum,
some embodiments provide that only a portion of the query
string may be used. For example, the first 2048 bytes of the
query string may be used to generate the checksum. A portion
of the query string may be used to reduce the computational
effort necessary to generate the checksum. A portion of the
query string may be used in cases where less than the entire
query string is available for computing a checksum.

Additionally, as illustrated in block 2908, non-reversible
checksums may be obtained by generating the checksum on
non-contiguous portions of the query string. In a non-limiting
example, every other bit and/or byte of the query string may
be used for generation of the checksum. The checksum size
may be adjusted to be shorter or longer, depending on the
granularity needed to determine a somewhat unique transac-
tion data parameter.

Reference is now made to FIG. 30, which illustrates select-
ing transaction data parameters in trace mode using back-to-
front stitching, according to some embodiments of the present
invention. As illustrated in block 2904, transaction data
parameters may be selected. According to block 3001, some
protocols include a transaction identifier, which may be iden-
tified to be one of the transaction data parameters. In these
cases, the protocols tag each transaction with a unique iden-
tifier which may be used to determine relationships between
inbound and outbound transactions on different applications
servers.

As illustrated in block 3002, some protocols include an
error code and/or a return code, which may be identified to be
one of the transaction data parameters. The error code and/or
return code generated as a transaction is processed by an
application server may be useful to identify relationships
between inbound and outbound transactions. Specifically, the
error and/or return code recorded on an outbound view of a
transaction may match the error and/or return code recorded
on an inbound view of the same transaction.

According to some embodiments, block 3003 illustrates
that a port number and/or a sequence number may be identi-
fied as one of the transaction data parameters. For example,
the sequence number may be related to a TCP data stream.
The sequence number may be determined based on a byte
offset of the TCP data stream.

Reference is now made to FIG. 31, which illustrates an
aggregate mode using back-to-front stitching according to
some embodiments of the present invention. At block 3101, a
transaction type may be identified for analysis of one or more
application servers. Network operators may desire to under-
stand the aggregate behavior of many instances of a certain
transaction type. For example, the operator may select the
login transaction type to determine system behavior for mul-
tiple login transactions occurring in a time window.

According to some embodiments, block 3102 illustrates
identifying outbound transactions of the identified transac-
tion type. For example, all outbound transactions from appli-
cation servers of transaction type login may be determined.

In some embodiments, as illustrated at block 3103, a plu-
rality of inbound transactions of the identified transaction
type may be determined. In the foregoing example, the
inbound login transactions may occur on many different
application servers. The inbound login transactions may be
related to one or more the outbound login transactions of
some of the application servers.

In some embodiments, as illustrated in block 3104, infor-
mation associated with the plurality of outbound transactions
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and information associated with the plurality of inbound
transactions of a same transaction type may be aggregated.
These relationships may be highlighted to the network opera-
tion in order to establish overall system dependencies
between various application servers in the network.

In some embodiments, as illustrated at block 3105, the
protocol and/or port number associated with the outbound
transactions may be identified. For example, outbound login
transactions may be associated with HTTP protocol login
requests. Outbound port numbers for login transactions may
be identified.

As shown in block 3106, a plurality of related inbound
transactions for one or more different application servers may
be identified that are based on the protocol and/or the port
number associated with the plurality of outbound transac-
tions. In some embodiments, these identified inbound trans-
actions may be of the same transaction type as the related
outbound transactions. In other words, any combination of
transaction type, protocol, and/or port number may be used to
determine inbound transactions related to outbound transac-
tions.

Reference is made to FIG. 32, which illustrates a screen
shot of a graphical user interface (GUI) including example
tracing of transaction events according to some embodiments
of'the present invention. Block 3201 illustrates the starting of
a time window in which traffic data associated with an order-
Query transaction may be analyzed. In this example, the start
time, response time, client IP address, and a node determined
to be a bottleneck are identified.

Block 3202 may represent a snapshot of the transactions
and events occurring in the system. An orderQuery transac-
tion is traced in this example. Various servers such as an
Apache HTTP Server, a Sun ONE Web Server, and a Web-
Sphere server, each with delays, are illustrated in this
example. The WebSphere server is further illustrated to
include Port 9000, which has a delay of 327 ms and
IBM®DB2®, which has a delay of 828 ms.

Block 3203 may represent traces that illustrate events
related to a specific transaction and associated response
times. In this example, an orderQuery transaction may result
in events such as a “SELECT * FROM ORDERS” event and
a “SET CLIENT WRKSTNNAME” event. The response
times of these events (828 ms each) are shown in the table
along with a transaction response time of 6,245 ms.

Many variations and modifications can be made to the
embodiments without substantially departing from the prin-
ciples of the present invention. The following claims are
provided to ensure that the present application meets all statu-
tory requirements as a priority application in all jurisdictions
and shall not be construed as setting forth the scope of the
present invention.

That which is claimed:

1. A method of analyzing network traffic comprising:

identifying a thread identifier associated with a transaction;

identifying one or more events related to the thread iden-
tifier;

determining a type of the transaction to be a first type of

transaction;

comparing the first type of transaction with respective

types of transactions among entries in an aggregated list
of transactions; and

associating the transaction and the one or more events

related to the thread identifier associated with the trans-
action with an entry in the aggregated list of transactions
based on a match between the first type of transaction
and a respective one of the types of transactions associ-
ated with the entry in the aggregated list of transactions,
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wherein the thread identifier is represented by an address
location and/or a pointer to an address location in a
kernel of a control block of a thread corresponding to the
thread identifier.

2. The method of analyzing network traffic of claim 1,
wherein the aggregated list of transactions comprises one or
more transactions received by an application server in a time
window.

3. The method of analyzing network traffic of claim 1,
further comprising:

determining a start transaction time associated with a start

of the transaction;

determining a stop transaction time associated with

completion of the transaction; and

determining an event time for respective ones of the one or

more events related to the thread identifier associated
with the transaction.

4. The method of analyzing network traffic of claim 3,
wherein the start of the transaction corresponds to a receipt of
a request for the transaction.

5. The method of analyzing network traffic of claim 3,
wherein a difference between the stop transaction time and
the start transaction time is greater than a threshold.

6. The method of analyzing network traffic of claim 3,
further comprising:

generating temporal performance data corresponding to

the transaction based on the start transaction time, the
stop transaction time, and/or the event time.

7. The method of analyzing network traffic of claim 6,
wherein the temporal performance data comprises statistical
data.

8. The method of analyzing network traffic of claim 1,
wherein the method of claim 1 is applied to a web or an
application server determined to use thread identifiers as valid
join identifiers.

9. The method of analyzing network traffic of claim 8,
wherein the web or the application server includes an Apache
server, a Sun ONE server and/or a Java-based application
server.

10. The method of analyzing network traffic of claim 8,
wherein the thread identifier is unique among threads across
the application server.

11. The method of analyzing network traffic of claim 1,
wherein identifying the one or more events comprises iden-
tifying one or more events that include any of the one or more
protocols used by the respective transaction.

12. The method of analyzing network traffic of claim 1,
wherein identifying the one or more events comprises:

selecting one or more protocols; and

identifying one or more events associated with the one or

more selected protocols.

13. The method of analyzing network traffic of claim 12,
wherein the one or more selected protocols are associated
with the transaction.

14. A method of analyzing network traffic comprising:

identifying a plurality of thread identifiers, ones of which

are associated with corresponding ones of a plurality of
received transactions;

identifying one or more events corresponding to the

respective ones of the plurality of thread identifiers; and
serializing the one or more events related to the plurality of
thread identifiers into a serialized list of events,
wherein at least one of the thread identifiers is represented
by an address location and/or a pointer to an address
location in the kernel of a control block of the thread.
15. A method of analyzing network traffic comprising:
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identifying a plurality of thread identifiers, ones of which
are associated with corresponding ones of a plurality of
received transactions;
identifying one or more events corresponding to the
respective ones of the plurality of thread identifiers; and

serializing the one or more events related to the plurality of
thread identifiers into a serialized list of events, for ones
of the plurality of received transactions, further compris-
ing:

associating a stitching identifier with a transaction of the

plurality of received transactions;

assigning the stitching identifier to the one or more events

corresponding to one of the plurality of thread identifi-
ers;

associating a stitching counter with the one of the plurality

of thread identifiers that counts events associated with
the stitching identifier; and

incrementing the stitching counter for each of the one or

more events assigned to the stitching identifier.

16. The method of analyzing network traffic of claim 15,
further comprising:

identifying a tracing transaction;

identifying a trace stitching identifier that is associated

with the tracing transaction; and

determining, from the serialized list of events, one or more

events corresponding to the trace stitching identifier to
identify ones of the one of more events that correspond
to the tracing transaction.

17. The method of analyzing network traffic of claim 16,
further comprising:

incrementing a total event counter for ones of the one or

more events corresponding to the trace stitching identi-
fier to generate a total event count value.

18. The method of analyzing network traffic of claim 17,
further comprising:

generating a no data available indicator based on the total

event counter value equal to O.

19. The method of analyzing network traffic of claim 17,
further comprising:

generating a no causal events indicator based on the total

event counter value equal to 1.
20. The method of analyzing network traffic of claim 17,
further comprising:
comparing the stitching counter associated with the trace
stitching identifier with the total event counter; and

generating a missing events indicator based on a mismatch
between the stitching counter associated with the trace
stitching identifier and the total event counter.

21. The method of analyzing network traffic of claim 14,
wherein the respective thread identifiers of the plurality of
threads are unique in an application server with respect to a
kernel.

22. The method of analyzing network traffic of claim 14,
wherein serializing the one or more events comprises passing
events through a single kernel queue.

23. The method of analyzing network traffic of claim 22,
wherein serializing the one or more events further comprises
using a spinlock that imposes an order of events in the single
kernel queue.

24. The method of analyzing network traffic of claim 14,
wherein identifying the one or more events comprises iden-
tifying one or more events that include any of the one or more
protocols used by the corresponding one of the received trans-
actions.

25. The method of analyzing network traffic of claim 14,
wherein identifying the one or more events comprises:

selecting one or more protocols; and
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identifying one or more events associated with one or more
selected protocols used by the corresponding one of the
received transactions.
26. The method of analyzing network traffic of claim 25,
wherein the one or more selected protocols are associated
with one of the received transactions.
27. A method of analyzing network traffic comprising:
identifying one or more events that are associated with a
transaction based on a thread identifier; and

associating the transaction and the one or more events with
at least one transaction of a plurality of transactions
based on a transaction type,

wherein the thread identifier is represented by an address

location and/or a pointer to an address location in a
kernel of a control block of a thread corresponding to the
thread identifier.

28. The method of analyzing network traffic of claim 27,
further comprising:

determining a start transaction time associated with a start

of the transaction;

determining a stop transaction time associated with

completion of the transaction; and

determining an event time for respective ones of the one or

more events related to the thread identifier associated
with the transaction.

29. The method of analyzing network traffic of claim 28,
wherein a difference between the stop transaction time and
the start transaction time is greater than a threshold.
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30. The method of analyzing network traffic of claim 28,
wherein the start transaction time, the stop transaction
time, and/or the event time are used to generate temporal
performance data corresponding to the transaction, and

wherein the temporal performance data comprises statisti-
cal data.

31. The method of analyzing network traffic of claim 27,
wherein identifying the one or more events comprises iden-
tifying one or more events that include any of the one or more
protocols used by the respective transaction.

32. The method of analyzing network traffic of claim 27,
wherein identifying the one or more events comprises:

selecting one or more protocols; and

identifying one or more events associated with the one or

more selected protocols,

wherein the one or more selected protocols are associated

with the transaction.

33. A computer program product, the computer program
product comprising a non-transitory computer usable storage
medium having computer-readable program code embodied
in the medium, the computer readable program code config-
ured to perform the method of claim 1.

34. A computer program product, the computer program
product comprising a non-transitory computer usable storage
medium having computer-readable program code embodied
in the medium, the computer readable program code config-
ured to perform the method of claim 14.
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